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PREFACE

This document is intended to provide users of the

SEMREC3A version of the Soviet postattack economic

recovery model with the information required to

design, run and to some extent interpret model

simulations. For further details on applications

of the model and their interpretation, the reader

is referred to a second SRI International technical

note describing a baseline model simulation

together with two variants. The SMREC3A model,

like its predecessors was developed by SRI

International for the Defense Nuclear Agency under

contract DNA001-79-C-0102. Lt. Col. David Thomas

was the technical monitor and provided much

valuable assistance. This revised user's guide

supercedes all previous versions.
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I

I INTRODUCTION

A. Overview of the Model

SEMREC3A is a simulation model designed to provide a total-system

picture of the functioning of a potential Soviet postattack economy. It is

a set of equations which describe relationships, behavioral, technological

or institutional, in nature, among economic variables. In many cases, the

specification of these relationships and the estimation of their parameters

are based on historical data. These relationships were explored in the

development of SOVMOD, the peacetime econometric model of the USSR. In

other cases, peacetime relationships have been replaced by a structure

deemed more appropriate for a recovery environment and which incorporates

the judgement of the analyst on values for key parameters. The

introduction of initial conditions for recovery, i.e., exogenously given

changes in capital stocks and population, is also provided for.

The SEMREC3A model has been coded for use with the TROLL software

system. TROLL (for time-shared reactive on-line laboratory) is a set of

computer programs designed for research in economics and other social

sciences. TROLL has capabilities useful for building and simulating

econometric models. It is maintained by the MIT Information Processing

Service and can be accessed from remote terminals on a time-shared basis.

The entire TROLL software can also be installed on a prospective user's own

computer system if it has appropriate hardware characteristics.I

Information on gaining remote access to the TROLL System on a time-

shared basis can be obtained from User Accounts, MIT I.P.S., Room
39-213, 60 Vassar St., Cambridge, Mass. 02139 (617) 253-4119;
Information on purchasing the TROLL package can be obtained from Prof.
Edwin Kuh, Department of Economics, Massachusetts Institute of
Technology, Cambridge, Mass. 02139
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Files containing the model equations, values for constants in the

equations, and required data have been created and stored on the system.

Using the appropriate commands in the TROLL language, data can be edited

and assembled and key parameters can be set for a TROLL simulation of the

SEMREC3A model. A further command starts the simulation: data are

compiled, the equations are analyzed, and a computer code is generated to

provide a solution to the set of simultaneous equations for each period

specified. A further command causes the solution values for specific

variables to be displayed.

B. Purpose and Organization of the Guide

This users' guide for SEMREC is intended to supersede the initial

users' guides produced at the end of the preceding phases of SEMREC

research. The revised and expanded guide is intended not only to provide

the user with information gained from verification and validation of SENREC

and the new SEMREC3A models, but also is intended to fill a broader purpose

than the original guide. This broader purpose is to provide information on

the modelling project and model application useful to policy-oriented

considerations, and research design efforts which might incorporate model

application.

Once the decision is made to explore the application of the model as

part of the accomplishment of a research group, the users' guide provides

the additional information required for structuring the model applications,

and finally using the software system to generate model simulations. This

users' guide has been expanded and revised as model research and

application proceeded in order to accomodate modifications and improvements

in model structure and software.

The remainder of the introductory chapter describes the major factors

in the conversion of the peacetime econometric model (SOVMOD) to an

econometric model appropriate for the analysis of the recovery environment.

This section presents the essential outline of the modelling effort which

has resulted in the current SEMREC model and the choices made in designing

model capabilities.
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The second chapter presents a more complete description of model

capabilities (and limitation), the role of the analyst in structuring model

application, and the technical issues which relate to the interpretation of

model output. This chapter, proceeding from a discussion of the type of

insights to be derived from model application, is designed to guide the

consideration of the appropriateness and utility of SEMREC in the

accomplishment of a research task.

The details of SEMREC and SOVHOD structure are provided in Chapter

III. This information is useful for an understanding of the models'

assumptions about economic processes and interpretation of model

applications, and is critical for the analyst who will structure and

execute simulations. The structure of the model is detailed separately by

model component and levers for analyst intervention are identified and

elaborated.

Chapter 4 represents the terminal users' guide which is equivalent to

an expanded version of the superseded initial users' guide. The use of the

software system to structure, execute, and present output of model

simulations is explained in detail. The use of individual operational

commands appropriate to each model application step is presented. The

final section of this chapter deals with common errors encountered in using

the software and suggested corrective measures.

Documentation of the SEMREC3A model is provided in the Appendices.

Each model constitutes a set of symbol declarations, equations, and a

coefficient file.

It is suggested, although the users' guide is intended to be

comprehensive and self contained, that users obtain TROLL manuals from the

MIT Information Processing Service. These manuals will provide the user

with additional tools for running, editing, and debugging the models.

7



It is important to note at the outset that while significant progress

has been made in supplying a useful tool for analysis of potential Soviet

postattack recovery, many opportunities remain for improvement of the

model's capabilities. Useful insights about the economic dimension of

recovery, which is, after all, a political-military and economic

phenomenon, can at this point be derived from analysis via the SEMREC

model.

C. Conversion of SOVMOD to SEMREC

1. General Descriptions

The final version of the Phase III SRI-WEFA Econometric Model was

dubbed SOVMOD3C. It is a large model with about 280 equations. A

subsequent model, SOVMOD3D, added an energy component with detailed

modelling of fuel and energy consumption in the economy. Both of these

models are best suited to short-term forecasting and scenario analysis

without major departures from historical trends. SOVMOD4 adds to this

model (SOVMOD3D) a disequilibrium adjustment mechanism. The result is more

than twice the number of equations in SOVMOD3C and a model better suited to

long-term forecasting and scenario analysis. The adjustment mechanism

insures that solutions are limited to those feasible given a particular

series of technology matrices, through the balancing of production and uses

of output.

SEMRECI, the result of earlier phases of the research reported on

*l here, represents a modification and adaption of SOVMOD3C. The important

changes are detailed in this report. Most significantly, the projection of

adjustments around historical trends is replaced, in many cases, by a set

of decision rules appropriate to a recovering Soviet economy. It was

discovered in the earlier phases of SEMREC research, that the mechanism

which would provide improved long-term forecasting and scenario analysis

capabilities for SOVMOD was critical to the SEMREC effort as well, since

significant deviations from historical patterns must be carefully

considered from the point of view of technological feasibility (linkages

* between sectoral and branch production) and impact of leadership objectives

8



(linkages between production and final uses of output). Therefore SEMREC3A

incorporates the disequilibrium adjustment mechanism and the energy

component with the basic SEMREC framework.

2. Characteristics of Enhanced Command

In adapting the SOVMOD peacetime model of the Soviet economy to

reflect the relationships to be expected in the postattack environment, it

was necessary to replace a number of equations with postulated

relationships characterizing enhanced command--intervention by the center

in allocation decisions. These modifications were primarily made in the

mechanisms for allocation of labor and investment and the determination of

consumption and foreign trade. Detailed discussion of the specifications

of model blocks is presented in Chapter III.

In SOVMOD, allocation of labor among sectors of the economy and

branches of industry is modelled and depends primarily on past patterns of

allocation and on growth rates of investment categories. In SEMREC, labor

is allocated by labor demand functions. These functions calculate the

labor input required to produce the output for a sector or branch

determined by the balancing and adjustment mechanism, given material inputs

and capital stock. These individual labor demands are then scaled by a

factor to insure that total labor allocated equals total labor available.

Investment allocation in SOVMOD is accomplished via several

alternate methods. In the first alternative, investment is allocated among

sectors and branches by exogenously determined shares, while total

nonagricultural investment depends on gross profits, defense expenditures,

and timing within the five-year plan cycle. In the other alternative,

investment is determined by gross profits, defense expenditures, lagged

growth rates of investment, and financing of centralized investment in the

state budget.

9



For SEMREC, the first alternative for investment allocation was

chosen. That is, investment shares are set exogenously, diverging from

historical patterns to reflect changes in central priorities. Initial

targets for total investment are determined via a set of functions which

appropriately modify peacetime trends guided by analyst levers. These

targets enter into the balancing system and are adjusted to insure balance

between sources and uses ,of investment goods.

Consumption in SOVMOD also is represented by alternative sets of

equations. In one alternative, total consumption is a residual end-use

category and shares of each form of consumption (food, non-durables,

durables, and services) are modelled on past patterns, relative prices etc.

In the two other alternatives, consumption functions either determine total

consumption and shares are modelled as above, or they determine each

individual component of consumption directly.

In SEMREC3 consumption targets are set as an analyst determined

fraction of preattack per capita consumption multiplied by the population.

There is provision for targets to grow over time on a per capita basis.

These targets for consumption categories are then adjusted to ensure

balance of inputs and end-uses.

The treatment of foreign trade also differs from SOVMOD to

SEMREC. While it was considered important to treat the impact of possible

external economic flows on the domestic economy in postattack recovery, it

was deemed inappropriate to model foreign trade activity as is done in

SOVMOD. In the peacetime model exports are determined separately according

to commodity group and destination (developed West, LDC's, etc.) and depend

on production levels, population growth, bard currency requirements, world

trade activity, etc. Imports are similarly disaggregated and are a

function of exports, lagged exports, consumption, etc. It is not

reasonable to assume that in the postattack period these sorts of

relationships would continue to hold. External economic relations would be

closely managed by the leadership. Therefore, in SEMREC3, initial foreign

trade flows are determined by target functions guided by analyst levers,

which then enter the balancing mechanism (see Chapter III, Section K).

10



3. Features of the Dynamic Adjustment Mechanism

In SOVMOD3D (a recent version of the peacetime model) industrial

branch outputs are solely determined by a set of production functijns

relating output to primary factor inputs. Because production levels grow

at a moderate rate from historically achieved levels (i.e., there is no

major divergence from historical patterns) there is no need for explicit

balancing of outputs and uses of industrial production. In SEMREC3,

however, the initial conditions for a simulation may well result in

production levels (determined by traditional production functions) for

individual sectors inconsistent with a balance of supply and demand for

output of each branch. Therefore a mechanism had to be devised which would

check these balances and adjust output levels and end uses to assure

balance in regard to production, interindustry use and final demand.

Adding the balancing/adjustment mechanisms may affect simulation

values for some branches of industrial production, i.e., adjust output from

the level given by the three-factor (capital, labor, and materials)

production function. It is necessary, as well, to insure that the

adjustment process does not result in unrealistically wide fluctuation

between simulations as a result of small changes in exogenous variables

(initial conditions, etc.) and that changes in production levels would

follow a pattern consistent with leadership priorities across branches.

Several alternative mechanisms, including a linear programming approach,

were considered for the model. Because of the size and complexity of the

task and the need to consider alternative approaches, the balancing/

adjustment component was deferred to the second and third phases of SEMREC

research and is currently complete.

The alternative incorporated into SEMREC is a disequilibrium

adjustment mechanism. In response to the imposition of consistency

constraints (supply constraints), variables (outputs and end-uses) are

adjusted to minimize a quadratic "cost function" which provides for smooth

adjustments and reflects industrial branch priorities. A series of

balances for branches of industry subtracts interindustry uses

II-11



(calculated on the basis of input-output coefficients) and final uses from

imports and gross output, as estimated in the production functions.

Disequilibria then result in adjustments to estimated output values and

end-uses to ensure consistency. It may be expected that this imposition of

supply constraints will result in slower rates of recovery than indicated

by simulations of the first-phase model.

4. Levers for Analyst Intervention

The SEMREC model, in describing the postattack economic

environment, is based, in many aspects, on assumptions about leadership

policies. These policy guidelines, for instance, relate to such questions

as the length of the work week, maximum per capita levels of consumption,

final deliveries to defense end-uses, etc. In the peacetime model, these

variables are implicit in the parameters of the equations, are exogenously

set based on policy pronouncements, or involve the use of dummy variables

to reflect changes in policy during specific periods.

In SEMREC, however, assumptions about the postattack economic

environment are incorporated in simulations via specific levers that can be

set by the analyst. Primary among these levers are the priorities assigned

to branches and sectors in the balancing of material inputs. These

priority numbers are assigned on the basis of the importance of the output

of the branch or end-uae in achieving the hypothesized sets of leadership

objectives. Thus, if the expansion of the stock of military durables is a

key leadership objective in recovery, the priority numbers assigned to the

machinebuilding and metalworking branch may be twice that assigned to the

construction materials branch (it is the relative size and not the absolute

magnitude of the number that is important in SEMREC). These priorities

minimize adjustments to relatively highly weighted targets for outputs and

end-uses.

12



In the determination of consumption, the analyst sets target per

capita levels of consumption in four categories. If, for example, it was

assumed that the effectiveness of political control in the postattack

period was insufficient to secure necessary labor inputs at low levels of

consumption, the analyst would adjust the minimum and maximum upward to

provide increased labor incentives. The length of the work week (labor

inputs are measured in man-hours) and the participation rate (ratio of

labor force to able-bodied population) can also be adjusted by the analyst

to represent changes in labor discipline.

These and other analyst levers, detailed in the section below on

model structure, were incorporated into SEMREC both to replace peacetime

mechAnisms of SOVMOD inappropriate to recovery and to provide the user

with the ability to examine the total system impact of varying assumptions

about the postattack economic environment. In conducting model

experiments, variations in key analyst levers have proved as important as

moderate changes in initial conditions.

13
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II USES AND LIMITATIONS OF SEMREC

A. Nature of Insights to be Derived from Model Application

The SEMREC model is designed to provide a total-system picture of

potential Soviet postattack recovery. The recovery paths produced by

simulations will differ widely, depending on assumptions made about the
recovery environment. Our knowledge about the actual environment that

might pertain to the recovery period is necessarily limited to a

hypothesized range of controlling assumptions derived from peacetime

experience, historical recovery periods (i.e., post World War II), and

expert opinion of economists in regard to potential variation in these

parameters. Beyond these initial guesses, for example, about the maximum

share of investment in industry that might be directed to the

machine-building sector, model simulations, giving total system responses

to changes in these assumptions, provide inputs for setting feasible bounds

on their variation. This same combination of expert opinion and simulation

experiment is required to establish the range of initial conditions which

the model can be expected to handle and still give believable results. The

primary question, then, which SEMREC is designed to answer is, how much

difference in the speed and profile of recovery is made by a change in the

recovery objective, controlling assumptions, or initial conditions.

The detailed nature of the formulation of a simulation are discussed

in the following section. Initial conditions relate to the reduction in

capital stock and labor force resulting from the attack and pertaining at

the start of the recovery phase, following a survival and reconstitution

period (12 to 24 months). Recovery objectives and controlling assumptions

are reflected in the model specification and, in many cases, by explicitly

designated levers for analyst intervention. The specification of

allocation mechanisms reflecting recovery environments to replace peacetime

relationships was one of the major design tasks in creating SEMREC from the

SOVMOD framework.

14



The output of a model simulation consists of annual values over the

simulation period (now a maximum of ten years) for the endogenous variables

and definitions. These include aggregates, such as GNP, industrial output,

consumption, etc., as well as outputs of economic sectors and industrial

branches (there are six sectors of the economy, one of which is industry,

which is further disaggregated into twelve branches). The TROLL software

package permits results of alternative simulations to be displayed in a

number of formats for comparative purpc-4s. Thus the divergence of

variants from a baseline simulation can be readily examined for impact on

total system performance and key subcomponents of interest.

It seems useful to provide here some illustrative questions that might

be asked by the analyst, to be answered via simulations of SEMREC with

alternative sets of assumptions or initial conditions. These are by no

means exhaustive:

0 Wha. effect on the rate of recovery of industrial
production would be produced by a significant increase
in the share of investment allocated to industry?

0 Assuming identical patterns of damage, but a 15%
increase in the general level of damage to the
industrial capital stock, after five years of recovery
what is the difference in the level of output of the
machinebuilding and metal working sector (critical for
both military and investment goods)?

o Relative to no external economic flows, what would a
level of imports of 75% of pre-war CMEA, 50% LDC, 15%
Developed West mean in terms of output of heavy
industrial sectors? Light industry? Consumption
levels?

o Does a reduction in damage to ferrous metallurgy and a
concomitant increase in damage to petroleum products
retard recovery?

o Does an extension. of the work week matched by an
increase in target per capita consumption result in a
more rapid recovery?

15



B. Structuring Model Applications

1. Initial Conditions

While the initial conditions for the recovery process really

encompass a broad range of environmental descriptors, precise quantifi-

cation of two sets of initial conditions are required in running a

simulation of the SEMREC model. The first set specifies population losses,

the second represents reduction in the capital stock. Initial conditions

are introduced into the model via the use of archived data, which is

explained in the terminal users' section of this guide. For guidance in

setting such conditions, see SEMREC3A: Baseline Soviet Recovery Case CEPR

TN-8156-2.

Able-bodied population is used in SEMREC to determine total

available labor force (it is multiplied by an exogenously given

participation rate--the 1975 value has been the usual assumption). The

able-bodied population over the ten-year recovery period is hypothesized by

the analyst and thus the population initial conditions are set. Model

scenarios have been run with population reduction of 16, 24, and 31

percent. These three levels were intended to represent alternate

assumptions about the effectiveness of Soviet civil defense in population

protection, rather than a result of alternative targeting or intensity of

damage to populated areas. The peacetime model uses demographic

projections for the USSR prepared by U.S. experts. In SEMREC, however, the

analyst determines population growth. A baseline assumption has been that

in the first five years of recovery, the birth rate is completely offset by

delayed fatalities and the population does not grow. Population growth is

assumed to be 2% per annum in the next five years. At this stage of

investigation, it would appear that the model can accept levels of

population reduction anywhere in the range of interest indicated in recent

literature. While preattack urban/rural population distribution would

figure in estimating population reduction, SEMREC endogenously determines

this distribution postattack, based on agricultural employment.

The specification of initial conditions with respect to damage to

the capital stock requires the provision to the model of values for

percentage reduction in capital stock in the initial year of recovery for
16



each of the sectors of the economy and branches of industry. Simulations

have been performed with levels of damage to the industrial capital stock

ranging from 10 percent of the preattack stock to 50 percent. It will be

further explained, in the section on model limitations below, that 50

percent reduction in industrial capital stock is about the maximum that the

model should be asked to handle, i.e., above this level of damage many of

the relationships specified in the model could be expected to break down;

either the model might not be solvable or simulations with undue levels of

damage might be unrealistic. This figure was obtained by looking at the

structure of branch and sectoral capital stocks and aggregating maximum

damage levels across them.

The reductions are not specified as uniform across branches and

sectors. They have been distributed in a manner deemed concomitant with

vulnerability and targetting priority hypotheses. Maximum levels of damage

were deemed to vary from 20 percent in the cases of processed foods, forest

products, soft goods, and coal products to 80 percent in the case of

ferrous metallurgy. Damage levels for sectors other than industry are

typically assumed to be a maximum of 20 to 30 percent. In addition, the

ability of the software to solve the model in the face of extreme imbalance

in surviving capital stock may be a limiting factor in specifying initial

conditions. Such an imbalance could either prevent the model from

converging to a solution or provide a solution that gives much lower levels

of output than might be expected given the ability to substitute the

bottleneck material inputs. The model should not be viewed as a black box

by which specified initial conditions are transformed to a unique recovery

path. It is rather a complex tool by which an analyst can observe the

.impact of various key parameters, including initial conditions, on

potential recovery paths.

2. Recovery Objectives and Controlling Assumptions

Recovery objectives and controlling assumptions about economic

decisionmaking postattack play a major role in influencing model solutions.

These objectives and assumptions are incorporated in the model simulation

through the setting of analyst levers. While the initial conditions, in a

17
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sense, when coupled with the model, sketch out a frontier of production

possibilities, the priorities, shares, etc., guide the model in choosing a

product mix on (or possibly within) that frontier. In addition, through

investment allocation and end-use share determination, the dynamic

evolution of the frontier is determined. While a dynamic adjustment

leadership decision system, which remains to be added to the model, would

furnish an automatic correlation of objectives, performance and allocation

decisions, the existing framework of analyst levers in SEMREC does give the

user the opportunity to vary centralized decisionmaking behavior by setting

targets that would be examined by the leadership.

An initial set of alternative recovery objectives might include:

o Restore the economy along preattack lines wherever
possible--maintain an emphasis on heavy industry.

o Restore all branches of the economy in a balanced
manner with increased priority over preattack for
consumer sectors to generate goods for labor
incentive.

o Restore war-supporting industry, neglecting even
the category of heavy industry not directly
related to defense production.

These alternatives would not only relate to branch and sectoral

priorities and investment shares but to other analyst levels relating to

the economic environment -- labor participation, work week, consumption

targets, etc.

3. Analyst Intervention

The analyst intervenes in the model solution by setting values

exogenously for key parameters or levers, or in some cases by altering the

model specification. The analyst may intervene to create a coherent

picture of a particular environment (set of recovery objectives and
controlling assumptions) or to change one particular aspect of the
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environment and determine the impact on model performance. By means of
model applications with alternative environments and exploring a spectrum

of values for individual levers, the reasonable bounds to the variation of

the values of those levers is established. The decision on the

reasonableness of a solution is, of course, a matter of expert judgement on

the part of an economist. The technical note on the analysis of a base

case with SEMREC3A, also a product of this research contract, provides

guidance to the analyst on interpreting model solutions.

Examples of the sorts of analyst intervention are useful. In the

first example, the analyst sets a series of parameters and exogenous

variables in order to create a coherent picture of postattack environment--

in this case, one in which the political leadership does not have the

control over the population (or finds it too costly) to enforce the degree

of labor discipline one might expect in an emergency. This is one of the

recovery environments under which model simulations have already been

performed. To supply the features of this environment, the analyst:

o decreases the level of labor force participation
(the workers may not be idle, but working at
activities deemed undesirable)

o increases the share of investment in industry
devoted to branches producing consumer goods

o increases the targets for consumption in each of
the four categories

0 if foreign trade is conducted, increases targets
for trade flows including imports of consumer
goods.

In initial simulations of the model, the assumption of this

diminished political control variant had a similar impact on output of

heavy industrial branches (relative to the baseline variant) to the impact

of initial conditions with significantly greater damage to the industrial

capital stock.
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For the second example, assume the baseline variant with balanced

priorities and investment shares based on the historical pattern (which

already entails emphasis on heavy industry). The analyst may intervene in

the simulation to introduce a higher share of output of the machinebuilding

branch to be devoted to military durables procurement. Since the balance

for available investment goods includes a direct tradeoff between available

producer durables and military procurement, the model solution will reflect

downward adjustment investment and/or positive adjustment to MBMW output.

This represents the second type of intervention in which the impact of

varying one controlling assumption on economic performance is examined.

C. Interpretation of Results for Strategic Planning

It has been noted above that while SOVMOD was developed as a tool for

forecasting as well as analyzing the performance of the Soviet economy,

SEMREC simulations of potential Soviet postattack recovery would require

careful interpretation, even if the initial conditions in model simulation

corresponded to a real situation in all significant details. I It is

necessary, then to state what the strategic planner can expect to learn

from analysis via the SEMREC model.

The quantitative measures of economic performance in recovery

provided by a simulation of the model, in turn, require interpretation for

the planner if implications are to be drawn for comparative purposes,

whether for comparison of alternative outcomes for the Soviet Union or for

consideration of the outcome relative to the postattack U.S. economy.

It should also be noted that the SEMREC specification does incorporate

much of the peacetime structure of the Soviet economy and many of the
relationships are estimated with peacetime historical data (production
functions, input-output relations, etc.). The appropriateness of these
relationships to a recovery environment need also to be considered by
the model user.
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National power and US-USSR competition in the current environment cannot be

reckoned from economic performance alone, but include military and

political dimensions as well. The essence of an overall assessment by the

political leadership of the state of the national economy, then, must be

the ability of the nation to achieve leadership objectives in the military,

political, and economic spheres. Hypotheses about Soviet leadership

objectives postattack, beyond those incorporated in the model simulation,

must be contingent on assumptions about war outcomes, military, economic,

and political conditions among former and present adversaries and allies,

and domestic political status. The modeling approach in the SEMREC

project, while not ignoring the importance of these broader environmental

considerations, intentionally avoided typing model specifications to a

particular alternative or set of alternatives for the broad context of

postattack objectives and decisionmaking.

The planner-analyst examines a set of assumptions about key parameters

for impact on economic performance and then selects values concomitant with

hypothesized objectives. Or, alternately, when the impact of varying sets

of initial conditions is examined, their impact is assessed across changing

sets of leadership objectives. In either process, economic performance, in

terms of macroeconomic aggregates--end-uses of GNP, branch and sectoral

outputs--must be evaluated from the point of view of national capabilities.

While this interpretation might be aided by increased scope of modelling

(e.g., translation of military capabilities into requirements for

deliveries from the industrial sector and categories of defense

expenditures), such capabilities were beyond the current scope of the

research undertaken.

D. Model Limitations

1. Application Areas

SEMREC, first of all, requires the analyst to make explicit his

assumptions about key parameters of a potential postattack environment.

These assumptions undelie not only model performance but more important,
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they are used by the planner in converting strategic guidance into

operational considerations and eventually critical decisions. The model

serves as a framework to incorporate the assumptions about the postattack

economy, in a consistent manner, to determine their implication for

economic performance, and to provide a quantitative dimension to an

analysis of the impact of the strategic planner's decisions on economic

performance under alternative sets of assumptions.

Design considerations and the results of model experiments

indicate that SEMREC is a useful tool for analysis with initial conditions

in the moderate damage range. This range has been determined to be 0 to 50

percent reduction in industrial capital stock. The latter figure was

calculated by aggregating the maximum damage levels for individual

branches. By considering the capital structure of each branch, the

vulnerability of that capital, and the point at which assumed economic

relationships would break down, these individual figures were determined.

They will be discussed in the initial conditions section of the following

chapter on model structure. Only three variants of the profile of damage

across branches and sectors have been examined, i.e., in most cases, when

the level of damage has been varied, relative shares of reduction by branch

lave been kept constant. The non-proportional variants have included

greater relative reduction in the capital stock of war-supporting branches

(machinebuilding, chemicals, and metallurgy) and increased damage to

non-industrial sectors.

Limitations on the degree of imbalance in surviving capital stock

among sectors and branches may be imposed by the balancing system, in which

* solutions would be implausibly low or the model would not converge to a

solution. The introduction of slack into the material balances or
~relaxation of balancing for non-essential inputs to reflect substitut-ability among material inputs may be required to furnish an acceptable

solution.
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The initial coL.ditions for population have been varied from about

10 to 35% reduction of total population. It would seem that this is an

acceptable range for SEMREC analysis and is concomitant with reduction

levels considered in recent interagency studies.

2. Technical Areas

The first technical area relates to the production functions. In

SEMREC, these are Cobb-Douglas in log form. The choice of an appropriate

form for production functions for Soviet industrial branches is currently a

point of divergence of opinion in the literature. Cobb-Douglas production

functions have performed the most satisfactorily in SOVMOD and thus were

used in SEMREC. This form of production function sets the elasticity of

factor substitution at unity (see appendix to this chapter for the

presentation of this result). In essence, this formulation means that

capital and labor are more readily substitutable than if a lower elasticity

of substitution were specified (e.g., with a constant or variable

elasticity of substitution function). Thus, output response to

labor/capital imbalance is more optimistic in terms of output than possibly

is justitiable in the Soviet case, and most probably in Soviet postattack

recovery.

A number of other technical issues relate to the interpretation

of output response to reduction in capital and labor inputs in the model.

Labor inputs are currently undifferentiated by skill levels and

differential productivity fo varying labor qualities may prove important,

paiticularly if population reduction is not constant across skill levels

(e.g., only about 20% of rural workers possess urban labor skills).

Similarly the capital stock is undifferentiated. It is likely that

surviving capital may be more concentrated at small-scale facilities

postatttack, and small-scale production technology differs significantly
from large-scale facilities which are also likely the most up-to-date.

Lastly in this category, no provision is made for the evolution of

technology over the recovery period.
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The balancing mechanism assumes no substitubility in production

between outputs of different branches of industry. Different outputs of

the same branch are treated as a homogenous material. Since some

assumptions of this nature must be made (i.e., a level of disaggregation

chosen between one homogenous material input and the full range of

differentiation of inputs to production), it is hoped that at this level of

disaggregation the effects tends to cancel out.

Two other aspects of the balancing and adjustment mechanism

should be included in this discussion. The final demand relationships,

that is, the relation of levels of individual categories of final demand to

final deliveries of each of the branches and sectors to those end-uses,

must be regarded as first approximations. These relationships are used in

the model to enter final uses of output into the balances based on

endogenously and exogenously determined levels of GNP end-use (consumption,

investment, defense expenditures, etc.). These approximations were made on

the basis of Western reconstructions of Soviet I-0 data for a base year.

To establish dynamic patterns for final demand coefficients would require a

significant research effort although such information would be valuable for

a broad range of analysis. The impact on the functioning of the balancing

system on output levels due to revised estimates of final demand

relationships cannot be foreseen now.

Second, the balancing and adjustment mechanism is not now

integrated with the investment allocation mechanism in the model. In order

to break critical bottlenecks, investment shares must be reset by the

analyst after observing the impact of balancing on outputs. Investment, of

course, cannot break a bottleneck via reallocation of a given level in the

current period, since the capital stock is augmented only in the periods

following the investment, but bottlenecks should be considered in

formulating investment programs. In an elaborated balancing scheme,

investment would be realloacted in light of critical bottlenecks and an

additional feature -- the measurement of the capacity of a sector to absorb

labor should also be added to the model. This latter addition would tend

to make higher output in high priority branches feasible as would analyst

intervention in the allocation mechanism in response to bottlenecks.
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4j APPENDIX TO CHAPTER II

ELASTICITY OF FACTOR SUBSTITUTION WITH A
COBB-DOUGLAS PRODUCTION FUNCTION

We have the production function:

(1) Y A K L 1s

to remain on the production possibility frontier we know the following must
hold:

(2) y - L . BY + K . BY
3L 3K

The elasticity of factor substitution is the elasticity of the capital/
labor ratio with respect to the marginal rate of substitution, or:

(3) 6 - d (K/L) . L/K

d (dK) . dL

Solving for the capital/labor ratio from (2) we get:

By Y/L
(4) K 3L bY - dK

bY aK dL

BK

and substituting from (1) we get

a
(5) K - A (K/L) - dK

a-i1l-x
L AaK L dL

and solving for K/L in terms of dK

L

(6) K - a dK so that differentiating

(7) d(KL) a

d d) 1-a
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and substituting into (3) we find

. LIK
(8) a - 1-a

dL
dK

since

dL = 3Y/ L

dK 3Y/aK

from (1) we differentiate and get

-1 1-a
dL - AaK L a L/K
dK A(1-U) Ka La l-0

and substituting into (8)

a

(8") 6 - 1-a . L/K . I

a . L/K

While the coefficients on K and L are a and 1-a for easy calculation (i.e.,
constant returns to scale are assumed), the result does not depend on that
assumption.

- 2

-ai
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III THE STRUCTURE OF SOVMOD AND SEMREC

A. Basic Framework

The structures described in this chapter relate to SOVMOD4 and

SEMREC3. The flow charts following indicate the basic structures of SOVMOD

and SEMREC. SOVMOD is basically supply driven. Branch and sectoral

outputs are determined by labor inputs based on exogenous population data,

capital inputs (determined by investment behavior), and agricultural

performance (deviations from "normal" production due to key weather

indicators). Production and past patterns determined wages, prices,

incomes, and, in turn, consumption. Foreign trade serves as a supplier of

inputs to and an outlet for production activity. The state budget, based

on annual published statements, influences the direction of investment.

Production activity determines GNP by sector of origin and consumption; the

budget, investment and net exports determine GNP by end-use. The

adjustment mechanisms relates sources of output (production) to uses

(interindustry use and deliveries to end-use categories) and outputs are

adjusted to insure balance.

SEMREC builds on this framework. The basic driving mechanism is the

same, but allocation of resources among productive sectors and allocation

of output among end-uses allows significant intervention by the center to

replace reliance on past patterns, wages, prices, the state budget and

incomes as allocational determinants. Foreign trade is exogenously set via

target functions rather than modelled along peacetime lines, inappropriate

for the recovery environment. The wage, price, income, budget and hard

currency of SOVMOD are included in SEMREC but in the recovery period can be

ignored I (see Table III-1 on model blocks following).

If the analyst chooses to set levers, for example, to use SOVMOD trade

equations in SEMREC, these blocks do come into play, but this should be
avoided for most of the recovery period. Wages, prices, incomes and
budgets outlays are calculated according to peacetime relationships, but
have no impact on other blocks in the recovery model.
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Table I1-i

MODEL BLOCKS

SOVMOD SEMREC

Population and Employment Population and Employment

Investment Investment

Capital Formation Capital Formation

Production Production

Agriculture Agriculture

Wages, Incomes, and Prices Wages, Income and Prices

Consumption Consumption

Budget Revenues and Outlays Budget Revenues and Outlays
,

Foreign Trade Foreign Trade

Hard Currency Hard Currency

Aggregate Identities Aggregate Identities

Energy (SOVMOD4 only) Energy
Gross Value of Output-Output

Index Linking Equations *
Balancing and Adjustment A

*!

SEMREC3A Only

-4
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71

The SEMREC flow diagram indicates the points in the model

structure at which assumptions about the recovery environment enter the

solution process. These elements are detailed in the following sections on

the model components. A key to model nomenclature precedes the detailed

descriptions of the components (Table 111-2). Model structures are fully

documented in the appendices to the guide.

1

"4

Figure 2
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Table 111-2

NOMENCLATURE OF VARIABLES - INITIAL SYMBOLS

SOVMOD and SEMREC

N Population and Employment

I Investment

K Capital Formation

A Agriculture

X Production

U Material Inputs

W Wages

Z Incomes

P Prices

C Consumption

T Budget Revenues

B Budget Outlays

E Exports

M Imports

F Hard Currency

G Aggregate Identities and Balances

Q Dummy Variable

A. Variable for Exogenous Adjustment to
Solution Value

P. Production or End-Use Target Before
Balancing
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Table !II-2 (cont'd)

NOMENCLATURE OF VARIABLES - EMBEDDED OR TRAILING SYMBOLS

SOVMOD and SEMREC

Sectors

IN Industry

CN Construction

TC Transportation and Communication

DT Distribution and Trade

SV Government and Services

A Agriculture

Branches of Industry

EP Electric Power

CP Coal Products

PP Petroleum Products

FM Ferrous Metals

NF Non-Ferrous Metals

CH Chemicals and Petrochemicals

FP Forest Products

PA Paper and Pulp

CM Construction Materials

MB Machine-Building and Metalworking

SG Soft Goods

PF Processed Foods

NC Not Elsewhere Classified
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B. Labor Allocation Mechanisms

1. SOVMOD

Population data for the SOVMOD model (and SEMREC) are exogenously

given from expert demographic projections by the U.q. government. The

distribution of population between urban and rural regions is modelled and

depends on the trend toward urbanization, housing construction (lagged),

rural/industrial wage ratios (lagged), and the result of the previous

year's harvest. The share of urban population which constitutes the urban

labor force is also modelled, and depends on the age composition, real

wage, urban population growth rate and a time trend. The share

distribution of labor among sectors of the economy and among branches of

industry is determined by past labor shares and investment rates. Thus the

allocation follows past patterns unless the pattern is disturbed by changes

in rates of investment in the sectors and branches.

Representative functional forms for labor block equations would

include:

Urban population = fI (investment in housing, industrial/

total population rural wage ratio, state of the
harvest, time)

Construction employment W f2  (industrial/total non-agr. employ-

Total non-agr. employment ment ratio lagged, trade/total
non-agr. emp. ratio lagged,...
growth of non-agr. investment)

Electric power employment - f3  (MBMW/total industry employment

Industrial empl. ratio lagged,..., construction
materials/total industry emp. ratio
lagged, growth of non-agr.,

investment, time)

3
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2. SEMREC

a. Description

While basic population data in SEMREC come from the SOVMOD

databank, (i.e., are exogenous) there are basic differences in the block.

First, in a SEMREC simulation other that the baseline, population data are

drawn from a data archive which specifies population losses. Secondly, the

labor force is determined simply by a participation rate which can be

changed exogenously. Third, the allocation of labor among sectors and

branches is determined by labor demand equations as a function of outputs

after balancing, material inputs and the sectoral and branch capital

stocks. These are then scaled by the ratio of total labor available to a

weighted sum of labor required for full capacity utilization in each sector

(dubbed necessary labor). Thus,

Total labor force = (Able-bodied Population)x(Participation rate)

Total necessary labor = J(Demand for labor)
i

Labor for Sectori = f(adjusted, outputi, material inputsi, capital
stock )

Actual Labor for Sectori = (Demand for labor)i x TOTAL LABOR FORCE
TOTAL NECESSARY LABOR

This mechanism replaces the employment relations in SOVMOD

because it is assumed that in the postattack environment central planners

will directly control labor allocation based on the set of national

sectoral and branch priorities and the profile of surviving (reconstructed,

and augmented) capital stocks.

b. Analyst Intervention

Apart from specifying the initial conditions of the scenario in

the input data archive for the simulation (discussed under separate

heading), the analyst can adjust the labor participation rate NPART9. It

should be noted the 1975 rate that has typically been assumed is already

quite high.
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For several sectors of labor allocation for which production

functions do not appear, labor demand is calculated as the 1975 labor/

capital ratio times the surviving capitol stock.

I.'
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6l
C. Investment and Capital Formation

1. SOVMOD

Capital investment in SOVMOD is represented by two alternative sets of

equations. In the first alternative, Investment in the six major economic

sectors is modelled on growth in such variables as gross profits, the

planning cycle (i.e., the year of the five-year plan then operative,

nonpersonnel defense expenditures, total nonagricultural investment, the

financing of centralized investment by the state budget (published along

with annual plan targets) and the state of the harvest. Within industry,

investment in branches is determined by these growth rates, as well as

lagged growth rates for investment in branches of industry. This

alternative is quite specific to the functioning of the peacetime economy

and is not utilized in SE4REC simulations.

In the second alternative, total nonagricultural investment is

modelled on the planning cycle, gross profits and defense spending, but the

share of each sector and the share of the branches of industry within the

industry total are exogenously set (in a baseline case -- along historical

patterns). Agricultural investment growth depends on defense, harvest

results, and growth in state financing of centralized investment.

Inventory changes, modeled separately for trade, and non-trade

non-agricultural componenets, are a function of past stocks and lagged

production of appropriate sectors, and for the case of trade, on

consumption, the state of the harvest, and defense expenditures as well.

Capital repair is determined by a time trend for its share of total capital

stock.

Capital formation involves the adjustment of the capital stock of the

preceding year by deducting depreciation and adding a weighted sum of

lagged investment in the sector and branches. The capital formation

equations also take into account the phase of the current planning cycle,

since the completion of investment projects is accelerated at the end of
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the cycle and the effect spills over into the beginning of the next.

Imports of capital goods (machinery) are also explicitly accounted for in

the capital formation for the MBM;,, chemicals and petroleum branches.

2. SEMREC

a. Description

In SEMREC, the investment allocation system is similar to the

second alternative in SOVMOD described above. All investment shares for

sectors and branches are set exogenously by the analyst. These shares of

total non-agricultural investment for the sectors, for non-agricultural

investment as a share of total, and branches as a share of total investment

in industry would diverge from historical values in accordance with

assumptions about changes in sectoral and branch priorities from those o

the peacetime economy. Inventory change and capital repair are specified

as in SOVMOD.

The above mentioned shares are applied to adjusted values for

investment aggregates non-agricultural investment (INA), machinery

component of agricultural investment (IAM), and construction component of

agricultural investment (IAC) which come out of the balancing adjustment

block (see section below and appendix which relate to that block). We are

concerned here with the determination of the unadjusted or target values

for these aggregates (P.INA, P.IAM, and P.IAC). In each case these targets

are a function of time and a base level for the variable. The default

values for the exogenous variables in the determination were derived from

regression analysis so that the equations reproduce historical trends. The

target functions are of the form

I* = ew+zt Io
where I*- target for investment

t - time
Io- base level
z * growth rate
w - exogenous adjustment
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or for INA:

P.INA = EXP (DELTAINA + ZETAINA*Qfj0 + LOG (ETAINA))

QT50 - time trend

For the period starting with the year in which capital stock

reductions are introduced, the model automatically reduces the Io by the

same percentage as the machinebuilding sector capital stock. The

historical trend is then resumed but growing from the new lower base over

the recovery period.

In SEMREC3, capital formation equations do not appear explicitly,

but are substituted into the capital stock equations in place of the

capital formation variable. The substituted expression is identical to

that for SOVMOD, except that parameters are introduced to reduce investment

in place at the beginning of the recovery as it enters the capital stock in

succeeding periods (see selection below on initial capital stock

conditions). Capital repair is calculated as in the SOVMOD description

above, but enters the balancing system and is adjusted.

b. Analyst Intervention

As indicated in the preceding section, the major levers for the

analyst in the investment and capital formation blocks are the investment

shares for the sectors of the economy and branches of industry. The

historical shares reflecting peacetime allocation patterns (immediately

pre-war) can be used as a point of departure. It should be noted that

these historical shares already reflect priority for heavy industrial

sectors and particularly machinebuilding and metalworking. Table 111-3

identifies the investment shares for sectors and branches. These are

stored in the SEMREC data archive and maintain the 1975 value throughout

the period to 1985 (they are exogenous). These values are easily altered

using data editing techniques described in Chapter IV. It is important to

remember that the shares for all non-agricultural sectors must sum to one,

and the shares for all industrial branches must sum to one since these are

shares of total non-agricultural investment and total investment in

industry, respectively.
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Table 111-3

Investment Shares (default values set equal to 1975 levels generated

by SOVMOD)

IRCH9 IRINA9

IRCM9 IRIS9

IRCP9 IRIT9

IREP9 IRMB9

IRFM9 IRNF9

IRFP9 IRPF9

IRIC9 IRPP9

IRIH9 IRSG9

IRII9

For example

IICP - (IRCP9)(IIN) , IN = Investment in industry

uIN = (IRI19)(INA), INA = Non-agricultural investment

INA = (IRINA9)(ITOTAL)

40



The modification of the historical trend in the setting of

targets for investment aggregates is also subject to analyst intervention.

The DELTA __ variable may be used to alter the target for any one year
without disturbing the trend. The ZETA variable can be altered to

give more rapid or slower growth from the base-level. Detailed

instructions on altering these variables are given in Chapter IV.

-4I
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D. Production

1. Structure

a. SOVMOD IIc

The specifications of production functions for branches of

industry in SOVMOD IIc were not of the conventional Cobb-Douglas or

constant elasticity of substitution type but rather a rate-of-growth form.

This specified an expansion path equivalent to a Cobb-Douglas concept,

i.e.,

AXt/X t M C1 + C2 (Nt/N t) + C3 (AKt/Kt)+...

where X = output

N = labor input

K = capital input

These production functions also appear in SEMREC1.

b. SEMREC

Several major changes in the production block from the

earlier SOVMOD specification were undertaken for SEMREC3. Because the 1-0

based balancing system works with gross value of output (GVO) of producing

sectors, SEMREC3 production functions predict GVO rather than the CIA-OER

output indexes which feed into the GNP calculations (also based on CIA's

national account reconstruction for the USSR). The 1970 based output

indices are determined by the adjusted GVOs via linking equations obtained

by regressing the index series against historical GVOs, time, and shift

parameters (dummy variables) to account for changes in price regimes.

Secondly, two-factor production functions have been replaced

by three-factor (capital, labor, and material inputs) production functions

of the Cobb-Douglas form. The factor-shares (actually used as exponents of

supplied factors in this form) were constrained to be those actually
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observed in 1972 in producers' prices, while a parameter to determine

returns-to-scale in the sector was estimated. The material inputs are

determined by the input-output coefficients of the appropriate column in

the series of balanced 1-0 tables in 1970 producers' prices and the output

of the sector from the balancing/adjustment mechanism. The selection of

the appropriate set of production functions involved the running of

literally hundreds of regressions in order to determine the best

formulation. These functions determine the initial set of outputs which

are in turn adjusted by the balancing system.

A typical production function, for the metallurgy branch, and

material input equation appear below. Each set of two equations for each

producing branch and sector is solved as a simultaneous block by the models

simulation process.

(initial) P.XIOME - EXP(C1ME + C3ME * (PGVOME * LOG(MINPUTME) + WGVOME

* LOG(NHRIND * (NMINF + NMIFM) + (1 - PGVOME

- EGVOME) * LOG(1.5 * KIFM))) I

MINPUTME f (AO101 + A0201 + A0301 + A0401 + A0501 + A0601

+ A0701 + A0801 + A0901 + A1001 + All01 + A1201

+ A1301 + A1401 + A1501 + A1601 + A1701 + A1801)

• XIOME

where P.XIOME - gross value of output of metallurgy (initial)

XIOME = gross value of output of metallurgy (adjusted)

C3ME = estimated returns-to-scale parameter

MINPUTME - material inputs to metallurgy

NHRIND = index of length of industrial work week

Note that a capital stock series for non-ferrous metallurgy is not

available in the 1955 prices used by the model. Newly available data in
1973 prices indicate the capital stock of the combined metallurgy sector
has consistently been 1.5 times that of ferrous metals.
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NMINF,
NMIFM = employment in non-ferrous, ferrous metallurgy

KIFM = capital stock, ferrous metallurgy

PGVOME - material input share of GVO, 1972

WGVOME - labor share of GVO, 1972

A0101, etc. = input-output coefficients from metallurgy

column of times series of I/0 tables

CIME estimated coefficient

The factor-shares are derived from the reconstructed 1972

input-output table. The wage share is wages derived by GVO, the materials

share is expenditures on material inputs of the sector divided by the GVO

of the sector, and the capital share is assumed to be 1 minus the sum of

the other shares. The input-output coefficients, the AIJ, represent the

input of sector I in value terms required to produce one ruble of output of

sector J.

c. Analyst Intervention

Because the production sector is designed to represent

technological relationships, analyst levers in this block are limited. The

NHRIND index represents the length of the work week and thus the combined

expression is a measure of effective labor input rather than just simply

employment. The analyst can adjust this exogenous variable to represent

extending working hours in the emergency period if desired. For example,

the average industrial work week in 1976 was 40.7 hours. The index value

for 1976 can be adjusted accordingly to be used as an assumption for the

recovery period.

The analyst may also choose to alter the input-output

coefficients over time. Currently, historical values for 1972 are kept

constant over the simulation period. The analyst may feel an earlier

year's technology would be appropriate given the reduction in capital
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stock. It should be noted, however, that the I-0 tables are also used in

the balancing routines and any change would be carried to that block as

well.
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E. Agriculture

I. Structure

The structure of the agricultural component is identical in SOVMOD and

SEMREC (see Figure 3 following and note). Agricultural production is

disaggregated into crops and animal products outputs. A grain component is

separately identified from crop output, and meat production is similarly

identified from animal products.

For total agricultural production, crop output, grain output, animal

products, and meat production, both a normal and actual production equation

appear. Normal production (a linked-second-peak data series) is a function

of land, labor, capital, and materials inputs including feed. The

deviations of actual production from the normal for total agricultural

output, crops, and grain are functions of two weather variables--spring-

summer precipitation and winter temperature. For animal and meat

production the deviation of actual from normal is a function of the ratio

of actual to normal grain and crop production, respectively, lagged one

period.

An example of normal and actual output determination for a category is

presented below to illustrate agricultural production relationships present

in both the peacetime and recovery models:

Normal grain production:

Log (XGRTN-A.XGRTN)-C666*LOG((NASK+NASK(-l)-NASK(-2))/3.)-C855*LOG

(AVCP70)-C662+C663*LOG(ASGR9)+C664*LOG(KAIR)

where XGRTN - normal grain production
NASK - employment in state and collective Lgriculture
AVCP70 - value of agricultural current purchases
ASGR9 - area sown to grain
KAIR - agricultural capital stock
A.XGRTN - exogenous adjustment
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Figure 3

THE AGRICULTURAL SECTOR IN SOVMOD III AND SEMREC

Links are simultaneous unless denoted by the lag operator: L(1,2)

indicates a one and two-year lag. Hexagons indicate exogenous variables.

! L(0, 1)
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NOTE: Although the agricultural components of SOVMOD and SEMREC are

identical, the breaks in the arrows indicate links to other components that

are not present in SEMREC because of the modified labor and investment

allocation mechanisms.
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A1
Actual grain production:1

Log (XGRT-A.XGRT)-Log XGRTN = C665+C637 JPS9+C638 JTW9+C639+
Q65+C640 Q75

where

XGRT = actual grain production
JPS9 - spring-summer precipitation index
JTW9 = winter temperature index
Q65,Q75 = dummy variables

2. Analyst Intervention

The central exogenous variables affecting agricultural production in

SEMREC are the weather indices. Currently three sets of weather conditions

have been defined for scenario purposes (values for indices describing a

five-year weather pattern):

o above-normal conditions pattern of index values encountered in
1966-1970

o below-normal conditions pattern of index values encountered in

1961-1965

o normal conditions sample mean of the variables for

1959-1972

With SEMREC, to date, only normal weather conditions have been used.

In addition to the weather variables, some assumption may be introduced by

the analyst as to reduction in sown acreage (ASGR9) in the recovery period.

These data series are available to the terminal operator. Projected data

for these series were developed for a baseline forecast with SOVMOD III to

1990. Data series for these variables may be obtained by the analyst and

altered via the data manipulation techniques described in Chapter IV.

Note however, that a separate GVO production function for agriculture
also appears to provide an initial value for balancing and adjustment.
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F. Consumption

1. SOVMOD

In SOVMOD and in SEMREC, consumption is disaggregated into four

subcomponents:

o food

o non-durables

o durables

o services

There are three alternatives in SOVMOD for determining aggregate consumption

and the four subaggregates. In the first alternative, the share of real

disposable income spent on each of the subcomponents is modeled directly and

the aggregation is then accomplished. These shares depend on disposable

income (or its growth), relative prices, and ratios between output of

appropriate branches (e.g., processed foods, soft goods) and disposable

income. In the case of durables consumption, the ratio between defense

expenditures and household income is also included as an independent variable.

In the second alternative total consumption as a share of disposable

income is modeled as above, while the shares of subcomponents of consumption in

total consumption are modeled on lagged shares, relative prices, total

production, farm income and non-personnel defense spending. The third

alternative determines total consumption as a residual end-use of GNP with

subcomponent shares of the total determined as in alternative two.

In SEMREC3, still another alternative is used, one based upon the notion

that the leadership will set targets at the minimum deemed necessary to

maintain labor incentives. The analyst therefore sets the target function for

each category of consumption (food, non-durables, durables, and services) by

selecting a share of pre-attack per-capita consumption in that category to be

maintained. The initial per-capita consumption is allowed to grow over the

recovery period at an analyst-determined rate (the default value is the
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historical trend). The balancing mechanism ensures that adjusted outputs of

consumer goods branches will be concomitant with adjusted levels of

consumption.

A typical consumption:

P.CRD70 = EXP (LOG(NPOP9) + LOG (GAMMAD) + BETAD*QT50 +
LOG (0.011))

where P.CRD70 = unadjusted durables consumption

NPOP9 = total population

GAMMAD = desired share of 1975 per capita

consumption of durables

QT50 = time trend

BETAD = growth parameter for consumption of
durables, per-capita

The last term in the equation above contains the figure for per-capita

consumption of durables in 1975 in billions of 1970 rubles per million

population.

2. Analyst Intervention

The primary focus for analyst intervention in the consumption block is

the setting of initial shares to be maintained of 1975 per-capita

consumption in each category. The analyst may also choose to alter the

growth parameter (it can be zero for a number of years if desired). These

levers are exogenous variables and a value must be supplied for each year.

Using the default values (that is not superseding the values stored in the

basic data archives supplied with the model) results in an extrapolation of

historical consumption trends.

If the targets for consumption in a given simulation result in a

larger adjustment to outputs of consumer goods branches than the analyst

deems appropriate (a crude rule of thumb is that a consistent 20%

adjustment is too large), the analyst will want to revise targets for the
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next simulation. Alternatively, labor allocation priorities and investment

shares for consumer goods branches may be altered. Chapter IV provides

details on setting parameters in target functions, and altering the latter

analyst levers.

The main feedback on the rest of the model from the consumption block

is through the balancing mechanisms. Final deliveries to consumption

categories are deducted in the balances for output and inputs for the

industrial branches. There is currently no labor supply function

responsive to consumption incentives. These may be provided by the analyst

via adjustment of the exogenous labor participation rate and/or the index

for length of the work week to indicate labor response to increased

incentives.
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G. Energy Component

1. Structure

1
The energy component is identical for SOVMOD and SEMREC. The energy

component consists of three sets of equations:

o energy demand and fuel requirements

o input and output levels for fuel branches

c foreign trade in energy

Forecasts of energy demand are made on production and population

levels from the other blocks of the model. Energy demand is classified

into electric power, thermal energy, and direct motor power. Equipment

technology dictates the type of fuel required and substitutability of fuels

and thus fuel demand is generated from energy requirements. It is assumed

that capital stock already in place will not have an altered mix of fuel

requirements so the average fuel mix coefficients are weighted averages of

the fuel mix required by the vintages of capital still in use. The fuel

mix for new capital investment is exogenously set by means of detailed

expert analysis. The capacity of atomic and hydroelectric power stations

are exogenously given and thermoelectric power required is a residual. The

production of electric power is equated to the demand. This is justified

because the demand equations incorporate generation capacity constraints.

Some examples of this set of equations are illustrative:

Industry Use of Electricity

UELIN= 1.1090-O.1806*XELP + O.16726*KITOT
EPRIND KELPC XOIN

1See Figure 5
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where UELIN - use of electricity by industry

EPRIND - industry output index in which branch outputs are
weighted by electric power requirements

XELP - total production of electric power

KELPC - total electric power generating capacity XELP
represents the generation capacity KELPC
constraint)

KITOT = total industrial capital stock

XOIN - industrial output KITOT is the capital/output ratio)
XOIN

Total Electric Power Production -

XELP - UELIN + UELAG + UELTR + UELHHM + UELCN +
UELOSS + EFTEP

where UELAG = use of electricity in agriculture

UELTR - use of electricity in transport

UELHHM = use of electricity by urban households and municipal
use

UELCN = use of electricity in construction

UELOSS = transmission loss

EFTEP = export of thermoelectric power

Electric Power Generating Capacity -

KELPC - 13.878-2.91823*QLT50
KIEP

where KELPC - electric power generating capacity

KIEP - capital stock of the electric power branch

QLT50 = log time trend

Fuel Use in Thermoelectric Power Plants -

UFXELTP - 0.4568 + 0.15*(UCOKELTP/XELTP)-0.12208*(QLT50-3.2581)
XELTP
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where UFXELTP - fuel use in thermo-electric production

UCOXELTP - coal use in thermo-electric production (this term is

merely an adjustment to the data which overvalues
coal in conversion to standard fuel equivalents)

Gas Use in Thermo-electric Plants -

UGAXELTP = CMGAE9 (KELTPC-0.98KELTPC_)

UFXELTP ( KELTPC )
+(UGAXELTP_ 1 ) + 0.98"'(KELTPC-1 )
(UFXELTP_ ) (KELTPC)

This equation calculates the share of gas use in fuels for
thermo-electric power by weighting the gas use
coefficient for new capital (CMGAE9) and the lagged
average use coefficient by the new capital and lagged
capital shares of the total production capacity
(KELTPC). A 2% rate of annual depreciation is assumed.

Total Coal Use -

UCO = UCOXELTP + UCOBF + UCOMF + UCOKE

where UCONT = use of coal

UCOXELTP - use of coal in thermo-electric power

generation (coefficients correct for
conversion from fuel equivalents to natural
uses, losses, and internal uses in this
equation)

UCOBF = use of coal in boilers and furnaces

UCOMF = use of coal as motor fuel (e.g., in
locomotives

UCOKE - use of coal for coke

Output and factor allocation:

New employment and investment equations for petroleum products (gas +

oil) were inserted in the appropriate blocks of SOVMOD and linked to output

determined in the energy component. In SEMREC, the petroleum products

labor and investment allocation are identical to that for other branches of

industry. For coal production in SOVMOD, existing production and factor
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allocation functions were used in value terms and linked to physical output

for the energy component. Some examples

Gas output -

RXTGAN*XTGAN = 3109.18 - 720.01 + XTGANUE_HPTGA P. XTGAN

where XTGAN - gas output in natural units

HPTGA - total length of gas pipeline

XTGANUE - gas production east of the Urals
(P.XTGAN-XTGANEU is a function of a time
trend)

RXTGAN - damage factor for gas production (see
initial conditions)

Petroleum Products Output (value terms) -

XOPP - (0.6093 XTOIP + 0.3907 XTGAN )*100

353.039 197945.

where XOPP M potential petroleum products output

XTIOP - total oil production in natural units

The energy component does contain endogenous determination of exports

of energy and fuels. Exports of fuels are separately determined for CMEA

(Eastern Europe) and the Rest of the World. Exports are a function of

economic activity in the importing region, the Soviet hard currengy

position, and prices. Prices for exports to the Rest of the World are

exogenous, and to Eastern Europe are a function of lagged price and Rest of
the World price.

I1

See Figure 6
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The fuel sector outputs are translated via linking equations to

initial GVOs for use in balancing. The initial GVOs, that is, outputs in

value terms, are adjusted. The initial GVOs are P.XIOOI (oil), P.XIOGA

(gas), P.XIOCP (coal and peat).

2. Analyst Intervention

Policy variables for recovery environments do not play a major

direct role in the energy component, but indirect links via other blocks of

the model (labor allocation, etc.) are maintained.
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H. Balancing and Adjustment Mechanism

1. Structure

The structure of the balarcing systems added to the SOVMOD and SEMREC

models are identical. The sets of equations include:

o Final demand definitions which translate
unadjusted end-use items calculated in various

model blocks into a consistent set of final

demands based on input-output concepts required

for balancing against gross values of output

o Inventory and "other final demand" equations which
calculate entries for the balances based on
historical relationships between this category and

levels of and changes in gross values of output
(specifications are based on standard inventory

adjustment arguments)

o Balances which require the sources and uses of
outputs of producing sectors and branches to be

equalized

0 Adjustment equations which derive adjustment to

initial outputs and end-use that will provide
balance as well as minimize the weighted cost of

the adjustments (weighted sum of squared

deviations from initial values)

o Translations which reverse the process of the

final demand definitions and convert adjusted 1-0

based end-use categories back into model

categories reflecting now the impact of balancing
and adjustment.

The balancing system is an algorithm in which the outputs of sectors

and branches as determined by primary factor inputs (i.e., in the

production functions) are adjusted to insure that the uses of production

for final demand and as inputs to the production process are equal to the

output produced for each branch and sector. These adjustments are made in

a particular manner--to minimize a quadratic function of the deviations

between potential and adjusted output, where the deviations are weighted by

leadership priorities. This process is intended to resemble the method of

"material balances" by which Soviet planners insure consistency in plan
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Itargets. Priorities are considered by the planners when targets are
adjusted to provide balance. A quadratic function is used to make

adjustment more smoothly, so that small changes in variables do not result

in drastically different solutions. Coefficients from Western

reconstructions of Soviet input-output tables are used to calculate

I material input requirements for production and with some adjustments, final

delivery shares of branches and sectors in various categories of end-use

(i.e., consumption, investment, military procurement, etc.).

The description of the balancing technique and the formulation of

final demand definitions is very complex and quite technical. The reader

desiring further detail is referred to Appendix I. In this appendix, each

set of equations described briefly above is presented.

2. Analyst Intervention

The major analyst input into the balancing routine is the setting of

the priority weights on individual adjustments to initial values for

outputs and end-uses. If the effect of balancing and adjustment produces a

model solution which adjusts away from a target which the analyst prefers

to insist on meeting as closely as possible, he may increase the weight on

that adjustment relative to all other weights. This increases the "cost"

of making an adjustment to that target and a new simulation should provide

a more satisfactory solution. These are the weights A01 through A40 which

are stored as constants. Instructions in detail are provided in Chapter

IV. As mentioned, above, this balancing and adjustment routine

approximates the method of "material balances" used by Soviet planners to

arrive at balanced plans according to given priorities.
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I. Aggregate Identities

1. Structure

The aggregate identities close the model (both SOVMOD and SEMREC) and

calculate aggregate measures of economic performance useful for the

analyst. These include:

o Agricultural GNP--total agricultural production less

material purchases

o Non-agricultural GNP--the sum of outputs of the

nonagricultural sectors

o GNP--the sum of the preceding two aggregates

o Non-agricultural and total GNP per capita

o Net material product (sum of non-service outputs)

o GNP by end-use (excluding consumption--used to
calculate total consumption as a residual end-use).

2. Analyst Interpretation

In model applications to recovery issues, it has been found that non-

agricultural GNP is perhaps the most appropriate measure of aggregate

performance beyond industrial production. This is true because the large

share of agriculture in Soviet GNP and limited impact of the initial

conditions on agricultural insure that a sixeable portion of gross national

product is unaffected through changing initial conditons.

I4
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J. Other SOVMOD Blocks

1. Blocks Omitted from SEMREC

There are blocks in SOVMOD which model prices, wages, and income and

the State Budget. While these endogenous variables play a role in

peacetime allocation and ,consumption, they have been included in the

recovery model, although central intervention replaces their role in

decentralized decisionmaking. In addition, SOVMOD has a block which models

hard currency transactions. These relationships specified and estimated

according to peacetime experience, appear in SEMREC so that when certain

equations, such as for foreign trade, use a peacetime formulation according

to the analysts instructions appropriate endogenous variables required by

the model are calculated. In other cases, they may be ignored.

2. Wage, Price and Income Determination and the State Budget

The key variables in the SOVMOD wage block relate to the industrial

wage, the wage for state farm workers, and the wage for collective farmers.

The variables are the real wage divided by output per worker in each of

three sectors and they are a function of their own lagged value (and for

industry - the state of the harvest). All other wages (industrial branches

and other sectors) are tied to time trends and/or the industrial wage or

theirr own lagged values. Thus, wage patterns tend to be extrapolated into

the future, although tied to the industrial wage.

Consumer and most wholesale prices depend on their own lagged value,

time trend, and the ratio of industry wage to output per worker. Non-food

consumption price also depends on the turnover tax rate. Consumer food

price depends on grain imports and the state of the harvest. Investment

deflators, depending on a construction activity price deflator and heavy

industry wholesale prices, are calculated for major sectors and the GNP

deflator is a function of time and a dummy variable for price reform.
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Most incomes are set equal to average wage multiplied by employment.

Gross profits are important for investment determination and depend on a

time trend and the state of the harvest (there is an alternative

specification depending on GNP and other revenues). Real disposal

household income is calculated and play an important role in SOVMOD

consumption functions.

Budget revenues and expenditures are also modeled in SOV.OD. There

are four components of revenues: state enterprise revenues, turnover

taxes, social sectors revenues, and wage and salary taxes. These revenues

depend on tax rates, dummy variables representing legislated changes, and

in the first two cases, the share of defense in government expenditures.

Budget outlay components include financing of the national economy,

social and cultural measures, science, administration, and a residual

category. The growth rates of these components are functions of time

trends and in some cases growth of wages in government and services, growth

in other budget outlays, and the state of the harvest. Defense

expenditures are exogenously given. The most recent defense estimates by

Professor Stanley Cohn of the State University of New York at Binghamton

are used in the current version of SOVMOD.

Note: Two categories of budget expenditure and defense procurement

are required in SEMREC3 so that all uses of output are included in the

balancing. Defense procurement is calculated on the basis of historical

relationship between output of machinebuilding and military durables

expenditures. This is described in the appendix on balancing under the

section on "other final demand categories."

The budget items for "research and development" (BRD) and

"administration and other" (BAO) are calculated by target functions and are

then adjusted by the balancing mechanism. The equations are:

P.BRD - EXP (NUBRD + IOTABRD*QT50 + LOG (SIGMABRD))
P.BAO - EXP (NUBAO + IOTABAO*QT5O + LOG (SIGMABAO))
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where P.BRD, P.BAO = initial targets for respective budget outlays

IOTAs - growth parameters

SIGMAs - base values
NUS - exogenous adjustments (default 0)

4
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K. Foreign Trade

SOVMOD export, import, and hard currency relations are depicted in

Figure 7.

1. SOVMOD

Exports are determined separately by geographical destination and

several of these geographic subdivisions are further disaggregated by type

of commodity. The geographic subdivisions are: Developed West, CMEA

(Eastern Europe only), Other Socialist Countries (China, Yugoslavia, North

Korea, etc.), and Less Developed Countries. Categories of exports to CMEA

include: raw materials and semi-fabricates, non-grain food and

manufactured consumer items, grain, machinery and equipment, and others.

These exports by category are functions of CMEA grain production and

population, the Soviet harvest, and world and domestic prices.

Categories of exports to the Developed West are machinery, other

manufactures, fuel, food (non-grain), grain, and other. Grain exports

depend on domestic and Western European grain production and Western

European population. Food exports depend on world prices and domestic crop

output. Machinery exports depend on thp Soviet hard cirrency position and

the ratio of CMEA to world prices. The other categories of exports to the

Developed West are functions of relative prices and Western European

economic activity. Other geographic sub-divisions of exports depend on

extrapolating historical patterns with adjustments for the balance of

payments and world trade levels.

Imports have the same geographic breakdown as exports. Imports from

CMEA also have the same commodity categorization (without grain) as do

exports. The imports from CMEA are functions of their own value lagged,

Soviet exports of raw materials and semi-fabricates, Soviet food and soft

goods consumption, and the trade balance.
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Imports from the Developed West are grouped into machinery (a function

of Western prices, hard currency position, and level of Soviet investment),

consumer goods (function of the share of durables in consumption, and the

share of grain in total imports), and grain. Grain imports depend on

domestic grain output, world prices, and a time trend. Four categories of

machinery import from the Developed West (for total industry, for

metalworking, for mining, metallurgy, and petroleum, and for chemical

production) are separately modeled. They depend on investment levels, hard

currency position, prices, and the timing within the five-year plan cycle.

Other geographical imports flows depend, in general, on own lagged values,

the balance of trade, and world trade activity.

The hard currency block calculates balances based on foreign debt,

hard currency trade, gold production and sales, and hard currency reserves.

This block largely consists of identities, with interest payments and

credit repayments modeled on foreign credit drawings.

2. SEMREC

SEMREC provides hybrid foreign trade equations. It should be noted

that in early versions of SEMREC foreign trade was completely exogenous.

In SEMREC3, the same foreign trade structure is provided as in SOVMOD.

Target functions for foreign trade subaggregates which will enter the

balancing system are provided, however. It is useful to look at a typical

equation for foreign trade before proceeding with the description, for

instance, for exports of machinery to the Developed West.

EMADW-A.EMADW - MU6*(C1047 + C1048*(FDEBT-FSTK) + C1049*

PMIHU59/PMIDWP9) + KAPPA6*EXP(PSI6 +
RHO6*QT50 + TAU6)

The sectin of the equation multiplied by MU6 is the SOVMOD

formulation based on hard currency variables (FDEBT and FSTK) and relative

prices received for imports. The section multiplied by KAPPA6 is a target

function for exports in this category. In this expression PS16 represents

the natural log of a one-time deviation in exports, RH06 is a growth

parameter (QT50 is a time trend) and TAU6 is a base level for exports in
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this category. Default values for these variables reproduces historical

trends.

The values predicted by these equations are aggregated by commodity

type to provide initial end-use estimates for foreign trade in the

balancing mechanism. These are then adjusted to ensure balance.

3. Analyst Intervention

By setting the MUs equal to 0, the analyst invokes the target

function. Conversely setting the KAPPAs equal to zero invokes the SOVMOD

formulation. Since the SOVMOD formulation for foreign trade relies heavily

on hard currency conditions and prices, for the emergency period it is

probably not appropriate.

Since the target functions reproduce historical trends if default

values for the PSI, RHO, and TAU variables are used, setting the KAPPA at

some fraction less than one (MUs should be set to zero) sets targets for

foreign trade at a share of the extrapolated peacetime trend. The

fractions can be differentiated by commodity type and trading region. If

desired, the growth parameters (RHOs) and exogenous derivative from trend

(PSIs) can also be manipulated. Chapter IV provides detailed instructions

on altering these parameters, which are stored as exogenous data.
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The following foreign trade flow targets can be adjusted by the analyst:

Reference
Number Variable

I ENFRMCM exports, non-fuel raw materials to CMEA
2 EMACM exports, machinery, to CHEA
3 EGRCM exports, grain, to CMEA
4 ECOCM exports, consumer goods, to DEMA
5 EFUELDW exports, fuels to Developed West
6 EMADW exports, machinery to Developed West
7 EOMDW exports, other materials, to Developed West
8 EODW exports, other, to Developed West
9 EGRDW exports, grain, to Developed West
10 EFODW exports, food, to Developed West
11 ETLDC exports, to LDCs
12 ETCH exports, to China
13 EOSC exports, to Other Socialist Countries
14 ECUBA exports, to Cuba
15 MRMCM imports, raw materials, from CMEA
16 MMACM imports, machinery, from CMEA
17 MFOCM imports, food from CMEA
18 MCOCM imports, consumer goods, from CMEA
19 MMADW imports, machinery, from Developed West
20 MRMDW imports, raw materials, from Developed West
21 MCODW imports, consumer goods, from Developed West
22 MTLDC imports, from LDCs
23 MOSC imports, from Other Socialist Countries
24 MTCH imports, from China
25 MCUBA imports, from Cuba
26 EFUELEE exports, fuel to Eastern Europe
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L. Incorporating Initial Conditions

1. Population

This section will describe how initial conditions enter into the model

simulation. Population initial conditions are furnished to the model

simulation through the construction of exogenous data series generated by

the analyst.

It is possible with the TROLL software system to file series in the

data bank in a particular archive. If the proper command is given prior to

a simulation, the computer goes to each archive, in the order specified, to

search for the data needed in the simulation. If a value is found for a

particular variable in one archive, the computer looks no farther for that

piece of data. Thus, by asking the computer to search an archive with a

particular set of initial conditions first, the data is used instead of

values for the same series stored anywhere else in the files. In this

manner initial conditions for a recovery scenario replace exogenous values

used in the baseline (no damage) forecast. This system of archives is

used, as well, to specify initial conditions for capital stock and to

select a foreign trade package. The procedure for building and selecting

archives for model simulations is detailed in the terminal users' section.

Three sets of population initial conditions archives are already in

existence in the data files provided with the model. They relate to no

civil defense measures taken (about 31% reduction in population), some

civil defense measures effective (about 24% reduction) and effective civil

defense (about 16Z reduction). Since these series are for exogenous

variables, values for each year of the stimulation period must be

specified. Therefore assumptions were made about population growth, i.e.,

1no growth in the first five years (delayed fatalities equal birth rate) and

2% growth in the second five-year period of recovery.
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The initial conditions archives contain series for two exogenous

population variables--total population (NPOP9) and able-bodied population

(NPOPAB9)--covering the ten-year recovery period. Since in SEHREC as well

as SOVMOD, labor force data relies on exogenous population projections,

population reductions are thus introduced throughout the model.

Alternative sets of initial conditions are readily generated by the analyst

by adjusting population data series stored in the model's files.

2. Capital Stock

Initial conditions for capital stock are similarly entered into the

simulation process via archived data. Algorithms have been entered into

the model to calculate impacts of percentage reductions in capital stock on

values for simulation. Therefore, the analyst need only enter a value for

the fraction the capital stock is reduced by for appropriate branches or

sectors. It should be noted that in earlier versions of SEMREC it was

necessary for the analyst to calculate initial capital stocks as well as

reductions in investment in place.

The following is a typical capital stock equation, for the chemical

branch:

KICH-A.KICH - (I-DBAR(-I)*DKICH(-l))*(KICH(-1)-C211*KICH(-l)) +
Z209*(QFYP(-I)-C478) + C210*RKN31CH* IICH(-3) +
C210*RKN2ICH*IICH(-2)

The first part of the equation takes last years capital stock

(KICH(-1)) and less depreciation (C211*KICH(-I)) and multiplies it by the
capital stock reduction factor, (1-DBAR(-1)*DKICH(-1)) for chemicals.

DKICH(-1) is the fraction of reduction (e.g. by 10%, DKICH-.1) while DBAR

is a means to increase (multiply by a constant factor) the level of

reduction for all sectors without changing the sectoral profile of the

reduction (DBAR is set to 1 by default). To this expression is added the

expression for capital formation in the branch last year to give initial

past years (the lag structure differs from sector to sector) and the

planning cycle (QFYP). It can be noted that RKN_ _ variables are

automatically calculated by the model based on the DK values supplied
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by the analyst so that investment in place at the time of the capital stock

reduction is concomitantly reduced, even though the investment does not
I

augment the capital stock until later years. The complex set of

definitions for the investment pre-multipliers which appear at the

beginning of the model are required because of the complex and variable lag

structure in capital formation in various sectors.

The only exception to the above introduction of capital stock

reductions applies to production of gas and oil in the energy component.

these production equations in physical terms are not dependent on the value

of capital stock. Therefore separate multipliers are required to simulate

effects of reduced capital stock on these physical outputs. These are

RXTOIP (physical oil output modifier) and RXTGAN (physical gas output

modifier). These should be set to the reciprocal of (1-.5* (desired

reduction in capital stock)). Tht model inverts and multiplies by this

factor in calculating these outputs, and the relationship of reduction in

output for these sectors to reduction in capital stock was found to be
2

In the earlier version of the User's Guide, a set of prepared initial

capital stock conditions was presented and provided with the model. Given

the case of generating these conditions in the revised model, this is not

necessary here. Further documentation on what an initial conditions

archive and reasonable variants from it will appear in a separate report on

the SEHREC3 Baseline Case Analysis.

j 1 DK_ _variables appear in the model for each producing sector and

branch. If no capital stock reduction is desired in a sector, the
analyst merely does not inlude the DK in the archive which
supercedes the models basic data archives.

Default value for these multipliers is 1. See Base Case document for

details on structuring exogenous data files for RXTGAN and RXTOIP.
RXTOIP is different from one only for one year. RXTGAN should decline
over the period to 1.
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IV TERMINAL USERS' GUIDE

A. The TROLL System

The computer software system on which SOVMOD and SEMREC are simulated

is called TROLL (Time-shared Reactive On-Line Laboratory) and is provided

by the Information Processing Service of the Massachusetts Institute of

Technology. TROLL was developed at M.I.T. for the National Bureau of

Economic Research and is a tool specially designed for econometric re-

search, model building, and testing. It has proved particularly cost-

effective for SEMREC work. The software system is interactive, i.e.,

executes a command, then asks for further information from the user or

informs him of errors encountered and possible corrective action to be

taken.

Information is inputted to and outputted from TROLL via a file system.

The following are the types of files used by TROLL:

e Data -- cross-section or time series, subdivided into users'
files, archives, and individual data names

e Model -- equations and variable declarations (exogenous, en-
dogenous, definition, coefficient, and parameter)

e Coefficient -- values for coefficients, one file associated
with each model name.

0 Dataset1 -- Output Dataset: each file contains the output
(solution values for each variable for the simu-
lation period) of a particular model simulation.

-- Input Dataset: values drawn from the data files
for each exogenous variable (for the whole simu-
lation period) and each endogenous variable (an
initial period value only) required for a
particular model simulation.

1 patasets are usually created by TROLL during the simulation process

rather than being supplied by the-user. Datasets can be transformed
into datafiles, and vice versa, with a TROLL command, however.
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TROLL includes, as well, a large number of commands which process the

information provided to the file system by the user. Certain of these,

called high-level commands, may be given at any time during a TROLL

session. Low-level commands represent sub-sets associated with various

high-level commands and can be used only after an appropriate high-level

command is given.

Some of the more important high-level commands in TROLL include:

9 SIMULATE - initiates the process of model simulation; further
information will be required from the user

* REG -- initiates regression (or one or a series of
equations)

e CEDIT -- calls an entire coefficient file associated with
one model--low-level commands are then used to
operate on the information stored there

* MODEDIT -- calls a particular model from the files to be
edited via low-level commands

Commands are given by the user following a prompt by TROLL. It is

appropriate to give a high-level command at any point during a TROLL session.

When TROLL is asking for a high-level command, specifically, the prompt

given is:

TROLL COMMAND.

Low-level commands, however, may be given only after the appropriate

high-level command is given'. The prompt by TROLL for the low-level

command is specific to the sub-set in question. Thus an illustrative

sequence might be: TROLL COMW4ND. CEDIT SEMREC:
CEDIT COMMAND. DELETE C100;

CEDIT COMMAND. FILE;

TROLL COMMAND.

rhe exception relates to modedit commands. If during the TROLL session,

the high-level command USEMOD followed by a model name is given, any of
the set of modedit low-level commands can be used and will automatically

* refer to that model.
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The above sequence deletes the coefficient C1O0 and its value from the co-

efficient file associated with the model named SEMREC. The FILE command

permanently stores this change, terminates the CEDIT process, and tells

the system to prepare for another high-level command.

The commands of primary interest to the analyst who wishes to run

SEMREC simulations perform the following tasks:

* Select data archives and files to be used by TROLL in
creating the input dataset for a model simulation

e Set analyst levers to represent the assumptions desired
for the particular simulation. This may involve simply
setting exogenous values or may also require altering

the model specifications

9 Set bounds for the simulation period and initiate the
simulation

e Display results of the simulation; compare output with that

of previous model runs.

The use of the appropriate commands for these tasks will be detailed in

the sections below. It should be noted that through TROLL'S MACRO

facility it is possible for the user to write canned programs which can

reduce frequently used sets of Troll commands to one macro command. For

"istance, the single command:

&SRCHREC3

calls a macro (a subprogram) which is stored in the user's files which

sets up the appropriate data archives in the proper sequence to simulate

the model without any reduction in capital stock or population. This re-

places a series of about eight separate commands, which might easily be

entered with errors. The detailed individual commands will be provided

here along with the macro shortcuts where appropriate. The details of

building macro programs are provided in monographs available from MIT
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B. Data Management

1. Data Manipulation for SEMREC RUNS

Data records for the TROLL user may be grouped into data archives

in the user's files. If no archive name is provided, the data file is

stored in the user's working space. The archive name is specified as a

* prefix to the file name, e.g.,

USSR KIMB'

In this case, the data file for the variable KIMB (capital stock of the

MBMW branch is stored in the archive named USSR. The particular data file

may be stored in more than one archive, and the values given do not have

to agree. This is particularly useful for storing alternative sets of

initial conditions. Thus, capital stock reduction data can be stored

in a series of archives:

MISC_ DKIMB
BASEl0 DKIMB
BASE25_DKIMB

In an individual simulation, TROLL can be directed to look for values

for the variables in particular archives when creating the input dataset

for the simulation. This is done by specifying a search list. Troll looks

at the archives in the order specified in the search list and finding a

data file, looks no further for data for that variable (i.e., in archives

later in the search list.) A search list remains in effect throughout a

Troll session unless it is altered by the user. The search list is speci-

* fied by use of the SEARCH coimmands which include SEARCH FIRST, SEARCH LAST,

1 The use of the underscore to link the archive and data names is

specific to the terminal used (TI Silent 700 Series). Others may
substitute another symbol.
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SEARCH AFTER, and SEARCH BEFORE. Only archive names need to be given to

cover all data files in those archives, e.g.,

TROLL COMMAND. SEARCH FIRST DATA _USSR DATA SEMREC; to check

the search list, give the command:

TROLL COMMAND. LKSEARCH DATA:
1

Troll responds with the archives in the order the user has specified:

DATA USSR

DATA SEMREC

USER (W)

This last entry is the user's working space where all unarchived data is

filed. It is included in the search list automatically as the last entry.

If the command

TROLL COMMAND. SEARCH FIRST DATA_ NCD:

is now given, the LKSEARCH DATA command will elicit:

DATA NCD

DATA USSR

DATA SEMREC

USER (W)

The command DELSEARCH DATA _USSR deletes the archive USSR from the search

list. It is useful here to examine a concrete example of the use of the

This command may be entered by the user at any time during the
TROLL mission. ,,77



search list to introduce initial conditions into a simulation, where those

conditions differ from historical data.

Excluding a case which contains no damage to either capital stock or

population, initial conditions must be introduced that encompass values for

reduction of capital stock lagged one period before the recovery is to

begin and population variables (these are exogenous and a value must be

supplied for each year of the simulation. This is accomplished by building

a data archive with these variables and placing it first in the SEARCH

list, superceding default values.

Historical data and exogenous values projected through the simulation

period (forward data) which are shared by the peacetime model and SEMREC

are filed in the archive named USSR. Variables specific to SEMREC are

filed in the archive SEMREC. Reduced forward data for population are

stored in the archives named CD, CD24, and NCD with 16%, 24%, and 31%

reduction in population respectively. Now we wish to build a data file for

DKIMB (percent reduction in capital stock in the MBMW branch) alter the

data file for the 1975 entry (the year preceding the start of recovery) and

file it in an archive representing initial conditions of a pre-determined

reduction in industrial capital stock.

First we call up the default data:

TROLL COMMAND. DEDIT MISC DKIMB

We desire a hypothetical figure of 40% reduction.

DEDIT COMMAND. REPLACE 1975 .40

and now place new series (identical but for 1975 entry) in the BASEK

archive:

DEDIT COMMAND. FILE BASEK DKIMB

TROLL COMMAND. DEDIT . . .
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This procedure is repeated for each of the capital stock, reduction involved

in introducing the initial conditions into the simulation. The search list

is then specified:

TROLL COMMAND. &SRCHREC3

TROLL COMMAND. SEARCH FIRST DATA NCD DATA BASEK

and checked:

TROLL COMMAND. LKSEARCH DATA:

with the response:

DATA NCD

DATA BASEK

DATA and so on determined by &SRCHREC3

When the input dataset is created by the simulate command, TROLL finds the

population variables in NCD (even though a non-reduced series exists in

USSR), most of the capital stock reduction parameters in BASEK and the rest

of the variables have data drawn from MISC and USSR and other basic data

archives searched by executing &SRCHREC3.

In this manner packages of initial conditions can be saved in the

files, easily incorporated and replaced for simulation, and actual historical

values need never be altered and remain for reference purposes and baseline

runs. Through the use of the MACRO facility on TROLL, single commands

can be created to assemble search lists for a series of scenarios incor-

porating combinations of initial conditions. The search list is auto-

matically printed for the user, e.g., &SRCHBASE which is an initial set

of assumptions for a baseline case and has been supplied with SEMREC3.
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Analyst levers stored as exogenous data can be manipulated identically (see

table following). If new data files for a lever do precede the archives in

&SRCHREC3, the default values are used in the simulation. If you are not

certain of where a data file appears, after executing a search list give

the command:

TROLL COMMAND: PRTDATA DKIMB;

and the system responds with each occurrence of this data file in a

archive.
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Table IV-i

Analyst Levers Stored as Exogenous Data
For guidance in setting these levers see SEMREC3A: Baseline Soviet Recovery Case,

CEPR-TN-8156-2.

A. FOREIGN TRADE

1. ANALYST ADJUSTED DATA

MUl through MU25 - lever applied to peace-time portion of
equation

KAPPAI through KAPPA25 - lever applied to recovery portion of

equation
PSIl through PS125 - annual unex-lained increase/decrease to

foreign trade flows
RHO1 through RH025 - growth rate of trade flows
TAUI through TAU25 - y intercept

2. USE OF VARIABLES:

a. 1UI through MU25 and KAPPAl through KAPPA25

In the pre-attack periods all MU variables should
equal 1, and all KAPPA variables should equal 0.
In the recovery period, MUS typically are set to
0, KAPPA (1. (Note all KAPPAS-0 for trade with
the developed West will cause an error, moreover
not a likely assumption).

b. PSI1 through PS125

All PSI values should equal 0 at all times UNLESS

the analyst desires to annually increase or
decrease specific trade flows exogenously. All
PSI variables are time vectors and therefore a
"one-time shot in the arm" increase or decrease is
supplied to the system by changing PSI for one
year only from 0 to a new analyst-determined
value.

c. RHOI through RH025

All RHO variables were regression generated.
Increasing or decreasing RHO values will increase
or decrease growth of a specific foreign trade
variable away from historical trends.

d. TAU1 through TAU25

All TAU variables were regression generated. They
should not be changed by the analyst, as they
represent the y intercept.
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B. CONSUMPTION

1. ANALYST ADJUSTED DATA FILES:

NPOP9 - total population

GAMMAD - target ratio of post-attack per capita durables

consumption to 1975 level

GAMMAND - target ratio of post-attack per capita non-durables

consumption to 1975 level

GAMMAS - target ratio of post-attack per capita services

consumption to 1975 level

GAMMAF - target ratio of post-attack per capita food

consumption to 1975 level

BETAD - historical growth rate of per capita durables
consumption

BETAND - historical growth rate of per capita non-durables
consumption

BETAS - historical growth rate of per capita services

consumption

BETAF - historical growth rate of per capita food consumption

2. USE OF VARIABLES:

a. NPOP9

Total population estimates used to represent varying

degrees of civil defense automatically fall into place

in all of the consumption functions.

b. GAMMAxx

All of the GAMMA variables should be set equal to 1

during the peace-time period. In the recovery period,

all should be set equal to some value less than or

equal to I for each year. Typically all may be set

equal to .8 during the recovery period with the

exception of GAMMAD which is reduced to .1 to reflect a

dramatic decrease in consumer durables consumption.
4

c. BETA
xx

All of the BETA variables were regression generated.

Increasing or decreasing any BETA value will increase

or decrease the growth of a specific consumption

variable relative to historical trends. (Note: small

changes cause rather large shifts (i.e., a 10% decrease

in the size of a Beta will be rather significant).
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C. INVESTMENT

1. ANALYST ADJUSTED DATA FILES:

DELTAINA - unexplained multiplier (non-ag investment)
DELTAIAM - " " (machinery component, ag

investment)
DELTAIAC - " (construction component, ag

investment)

ZETAINA - average annual growth rate of non-ag investment
ZETAIAM - " machinery comp., ag

investment
ZETAIAC - " " construction component of

ag. investment

ETAINA - target figure, non-ag investment
ETALM - " " machinery component, ag investment
ETAIAC - I " construction component, ag investment

2. USE OF VARIABLES:

a. DELTA

xxx

All DELTA variables represent unexplained boosts to
investment. Because of the form of the equations within
which they appear, such boosts must be entered IN LOG FORM.
Therefore, if non-ag investment for a given year is to be
doubled, DELTAINA for that particular year must be stored in
an archive as the natural log of 2.

b. ZETA

xxx

All ZETA variables were regression generated. Increasing or
decreasing ZETA values will increase or decrease the growth
of a specific investment variable vis-a-vis the historical
trend.

c. ETA
xxx

All ETA variables were regression generated. They represent
the base from which specific investment variables grow. It
is important that during the recovery period investment
levels decrease (as do levels of capital stock and capital
formation), and this is precisely what happens in the
equations which normalize on the ETA variables. It is
assumed that the decrease in investment will equal the
decrease to machine building capital stock in general,
DKIMB.
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2 TROLL Commands for Data Manipulation

DEDIT is TROLL shorthand for "data edit". Since data are stored

in the user's library and therefore are not specific to any particular

model (unless expressly indicated by the analyst), data may be edited with

or without the use of a USEMOD command. The most commonly used DEDIT

commands are listed below. The analyst should pay close attention to the

FILE command and also to the DEDIT command which must be used before data

can be altered in any fashion.

DEDIT - This command not only prepares the TROLL system

for all of the low-level DEDIT commands, it also
is used to specify the particular data file to be
edited whether it is an existing data file or not.
For example, the following is correct:

DEDIT MIECH:

Where MIECH is the name of a data file.

Only one variable name may follow DEDIT since the

analyst is allowed to manipulate only one data file

at a time. The DEDIT command listed above auto-
matically elicits the following--if a file named
MIECH already exists:

DEDIT COMMAND:

If a data file named MIECH does not already exist,
the TROLL system responds with:

NEW SERIES, MIECH:

and asks for needed information including periodicity
and a start date. If the analyst desires to add data

.-4 into this new data file he must then proceed to an

ADD command.

If a variable appears in more than one archive, the
archive named must be included in the DEDIT command:

DEDIT SEMREC MIECH:
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ADD - used to enter data into data files. The following
are all proper forms of the ADD command:

-1

ADD 1950, 1.234;

ADD TOP, 1.234 5.678;

where 1950 and TOP indicate the desired location of
the new data. All data in data files is associated
with individual years. TROLL does not require the

analyst to input each year one at a time because it
assumes data will be entered in chronological order
with a known start date as determined in the DEDIT
command. Assuming annual data is being used as is
the case with all data associated with SEMRECI, the
first ADD command listed above will insert the value
1.234 after the value that appears for 1950. In
other words:

1951 = 1.234

Furthermore, all values already in the data file
after 1950 will be adjusted forward by one year.
The second ADD command adds two values beginning
with the first year listed in the data file and
will adjust forward all values in the file by
two years. If the analyst needs to change a value
(or several values) within a data file and not
adjust any other values, the REPLACE command
should be used.

COMMENT - used to write comments associated with individual
data files. Semi-colons may not be used at any time
within the comment, but all comments are concluded
with one. For example, the following is correct:

COMMENT GROSS NATIONAL PRODUCT, EXPENDITURES SIDE,
CURRENT DOLLARS:

DELETE - this command is used to delete values specified within
a data file. It does not remove the year or years
associated with those values and therefore all values
that followed the deleted values are moved "backwards

in time" so that no gaps exist. The following are
correct:

DELETE 1958;
DELETE 1964 to 1970;
DELETE TOP to 1975;
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FILE - used to permanently store all data changes made by
the analyst. Data should be filed using both the
archive name and the variable name as shown in the
following examples:

FILE BASE40 KISG:
FILE SE<REC'MTM1209;

If no archive name is given, the data is
automatically stored in the current (working) file.

PRINT - used to examine data files or any portion of a data
file. The following PRINT commands are correct, when
in DEDIT mode:

PRINT DATA:--prints all data within the data file.
PRINT ALL:--prints the entire data file, data and
comments.
PRINT 1956;--prints the value corresponding to 1956.
PRINT 1965 to 1971--prints values from 1965 to 1971.

REPLACE - as noted earlier, this command is used to change a
value associated with a given year while not
affecting any other data in the data file. For
example:

REPLACE 1963 15.1;
REPLACE 1970 11.17 12.80 15.77;-this command
replaces old values for 1970, 1971, and 1972 with
values specified in the command.
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C. Altering Key Parameters and Equations

1. Techniques for Model Modification

Aside from the data question, the other major aspects of the

model simulation are the coefficients (parameters), the symbol declarations

and the model equations. For most simulations these components will be

unchanged from the basic formulation provided to the user. There are,

however, important variations.

.4 In most SEMREC equations the coefficients on variables are

entered with a symbol rather than a numerical value. The numerical values

are stored in the coefficient file associated with the SEMREC model. This

is a useful approach because many of the coefficients are shared by SEMREC

and SOVMOD. The SEMREC coefficient file, however, contains some important

additions--for example, the labor force participation rate (NPART9).

These are key analyst levers and the user may wish to change them

from their basic values either to one new value for the simulation period

or varying them during the period. In the first case, only editing of the

coefficient file is required. The user should remember that when the

simulation is completed the basic values should be restored. Any editing

which is done on the coefficient would carry over to the next session. An

example is given here of editing the coefficient file to increase the

balancing priority of the MBMW sector, throughout the simulation period,

from a value of 1 to 2. The following is a sequence of commands and

TROLL's responses.

Also the share of collective form (SKOL9) and state form (SSOV9)

employment in total agricultural/employment-set to 1975 actual values.
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TROLL COMMAND. CEDIT SEHREC3A;

CEDIT COMMAND. PRINT A06;

A06 1.

CEDIT COMMAND. REPLACE A06 2.;

CEDIT COMMAND. PRINT A06;

A06 2.

CEDIT COMMAND. FILE;

On the other hand, the user may wish to increase the value of PLMB9 to

2 only for the first five years of the simulation period. It is then

necessary to change the declaration of the symbol from COEFFICIENT to

EXOGENOUS. This requires a series of MODEDIT commands. The PLMB9 entry

may remain in the coefficient file without effect. When editing the model,

the editing is not saved from session to session unless the command FILEMOD

is given. If the user does not wish to save the editing, giving the

command

TROLL COMMAND. USEMOD SEMREC3A;

restores the model to the form it had at the time the last FILEMOD command

was given. This will also occur if the current TROLL session is terminated

without filing the model. The following is the sequence of TROLL commands

and responses which convert NPART9 from a coefficient to an exogenous
variable and create a data file. Note that every . is a prompt for

information from the user.

TROLL COMMAND. USEMOD SEMREC3A;

TROLL COMMAND. CHANGESYM EXOGENOUS NPART9;

MODEDIT COMMAND. FILEMOD;

TROLL COMMAND. DEDIT NPART9;

88



NEW SERIES NPART9

ENTER PERIODICITY. I (i.e., annual data)

ENTER STARTDATE. 1973 (i.e., first year of simulation)

DEDIT COMMAND. ADD TOP .92.92.92.92.92.92.92.92.92.92.92.92.92;

DEDIT COMMAND. PRINT DATA,

NPART9

DATA

1973 .92 .92 .92 .92

1977 .92 .92 .92 .92

1981 .92 .92 .92 .92

DEDIT COMMAND. FILE;

This set of commands has created a data file for the variable PLMB9 and

filed it in the user's working space (no archive was specified with the

last FILE command). Because PLMB9 is to be an exogenous variable, a value

is required for every year of the simulation' period.

The symbol NPART9 already occurred in the basic model, but was

declared to be a coefficient (i.e., has the same value in any period). The

model had to be edited to change the declaration. To return the model to

its previous specification, the anlayst must enter:

TROLL COMMAND. CHANGESYM COEFFICIENT NPART9;

MODEDIT COMMAND. FILEMOD;

Note that the first change was permanently filed and can only be reversed

by new model editing given above. The value for the coefficient NPART9 had

remained in the SEMREC3A coefficient file.

To change priority weights for balancing, CEDIT is used, as in the

example. The adjustment weights are coefficients A01 through A40. See

Appendix I for correspondence of numbered A weight and adjustment variable.
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Analyst Levers Stored as Coefficients

A. LABOR ALLOCATION

1. SELECTED ANALYST ADJUSTED DATA COEFFIEICNTS:

RNKS9 - labor/capital ratio for 1975 (represents level of technology

RNKG9 - , , I, ,t ,, ,

RNKEP9 - "

RNKPP9 -

RNKSG9 - , , ,,

RNKF9 - ""

RNK09 - "" " " " "

RNKNC9 -

2. USE OF VARIABLES

a. RNK 9xx

Labor/capital ratios used in the model are representative of

those for 1975. They illustrate a level of technology

specific to that year. If the analyst desires to alter the

ratio, he must first determine the level of technology

planned to exist in the post-attack period, and substitute

appropriate values for the labor/capital variables.

b. NTNEC

Do not adjust this variable, it is endogenous.

c. NTOTAL

This variable is automatically adjusted when initial levels

of population and therefore able-bodied population are

introduced into the system. NPART9, the ecogenously

supplied participation rate may be adjusted by the analyst,

but it should be noted that it is already quite high.
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2 Editing Equations, Altering Coefficients and Changing
Symbol Declarations

Following are detailed descriptions of TROLL commands frequently

used in altering key parameters and model specifications before simulation.

Before using any MODEDIT command, a USEMOD command, identifying

the model to be used, must be entered', after which any of the following

MODEDIT commands are acceptable:

ADDEQ - used to add equations to the model called for in
the USEMOD command. When properly used, it is
written:

ADDEQ 10,

where 10 refers to the number of the equation after
which you want to add a new equation. Therefore,
ADDEQ 10 will insert a new equation into position
number 11 and will push all equations that used to

follow equation number 10 so that they now follow the
newly added equation, equation nur-ier 11. Note that
this command is followed by a comma, not a semi-
colon. The system automatically responds with:

EQUATION:

at which point the user enters the equation without
any blank spaces--push it all together. When the
equation has been entered, enter a semi-colon.

ADDSYM - used to add new variable names into the model. All
variables must be entered as one of the following
variable types:

coefficient;
definition;
endogenous;

exogenous; or
parameter.

The USEMOD command need be entered only once, and will hold throughout
the TROLL session unless another USEMOD command with another model
name is entered.
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If the analyst enters an equation and does not declare
the variables within that equation to be one of the
five variable types listed above, the TROLL system
automatically assumes all of them to be exogenous.
If this happens, the CHANGESYM command must be used
to change the variable type. When properly used,
the ADDSYM command appears as follows:

ADDSYM COEFFICIENT C123;

The command written immediately above enters the
variable, C123 into the model, as a coefficient. If
C123 had already been used in the model, the system
would automatically generate an error message in-
dicating such, and the analyst must either rename
the variable or use the CHANGESYM command.

CHANGEQ - used to alter equations already in the model. When
properly used, the CHANGEQ commrand appears as follows:

CHANGEQ OFFN ONF $error$alteration$ G ALL;

Where OFFN suppresses the automatic system response of
telling the analyst which equations were not altered
as a result of this command. ONF activates the sys-
tem to notify the analyst of all equations where changes
were made. Surrounded by dollar signs number 1 and
2 above is a portion of an equation that is to be
changed. The system will scan all equations looking
for that string. It will replace everything within
those dollar signs with what ever lies between dollar
signs number 2 and 3. The letter G (for general) tells
the system to make such changes everytime it finds the
error within each equation. Without this letter G, a
change will be made only the first time it is dis-
covered within each equation. ALL tells the system
to look for the error in every equation. In place
of ALL, the analyst may substitute an equation
number or several equation numbers--each separated
by a blank space.

CHANGESYM - used to change the variable declaration type of vari-
ables already entered and declared in the model. When
properly used, it appears as follows:

CHANGESYM DEFINITION XOIN;

Where DEFINITION is the new variable type desired and
XOIN is the variable in question. More than one
variable may be listed, provided that they are separated
by spaces.
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DELEQ - used to delete equations already in the model. This
command erases the equation in question and autor
matically renumbers all equations that follow it in
the model. It does not remove the variable names used
by the equation from the lists of variable types. This
must be done separately by the analyst using the
DELSYM command. When properly used, the DELEQ command
appears as follows:

DELEQ 16;

Where 16 refers to the number of the equation to be
deleted. More than one equation number may be listed,
provided that all numbers are separated by spaces.

DELSYM - used to remove variable names, :. gardless of variable
type from the lists of variable names. Only variables
that do not appear within the body of the model may
be removed. Therefore, an analyst may need to use
DELEQ first.

The proper forms of this command are,

DELSYM KIMB;

DELSYM KIMB KIEP A.KITOT;

FILEMOD - used to permanently store a revised model. If the
command is entered:

FILEMOD;

the model will be filed under the name given in the
USEMOD command as noted earlier. If the analyst de-
sires this revised model to be stored under a new
name (SEMREC2, for example), the command should be,

FILEMOD SEMREC2;

PRINT or PRTMOD - used to print, on a terminal, any portion of a model.
PRINT is only used when the system is asking for a
MODEDIT COMMAND. All of the following are proper

commands:

PRIMOD EQ 20; also PRINT
PRTMOD EQ TOP TO BOTTOM; also PRINT
PRTMOD SYM ALL; also PRINT
PRTMOD SYM ENDOGENOUS PA ~AMETER;

also PRINT
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CEDIT commands are used to alter and examine the coefficient

file' that contains names and values for all constants and parameters used

by the model. The coefficient file is named after the model and no USEMOD

command needs to be entered before using the CEDIT commands. However, the

following command must precede any of the low-level CEDIT commands:

CEDIT SEMREC3;

after which the TROLL system will respond with:

CEDIT COMMAND:.

The following are the most commonly used CEDIT commands:

ADD - inserts new constants and/or parameters into the
coefficient file. The following is proper:

ADD C1202 14.178;

The above command enters a constant or parameter
named C1202 into the constant file whose value is
14.178.

DELETE - removes both a constant or parameter already named

within the coefficient file and the value associated
with it. The value of the constant or parameter
need not be stated in the DELETE command--it is

automatically deleted. The following are correct:

DELETE C118;

DELETE C257 ALTl;

PRINT - used to examine constants or parameters located in

the coefficient file. The following are correct:

PRINT ALT8;
PRINT C1107 C1201 ALT10;

REPLACE - used to replace a value associated with a constant
or parameter already located within the coefficient
file. The following are correct:

REPLACE C854 16.2;
REPLACE C201 6;

also known as the constant file
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D. Running A Model Simulation

1. Initiating and Executing a Simulation

If the model specifications and symbol declarations are set

properly for the desired simulation and a search list is specified to in-

troduce the initial conditions, the user is ready to simulate.. Two steps

should be taken, however, to insure the appropriate input dataset will

be created for the simulation. The command should be given:

TROLL COMMAND. DELETE DSET SEMREC3;

The input DSET is always given the name of the model by TROLL. If such a

DSET is already stored in the files, it will be used by TROLL in simu-

lation, even if it has been created using a different search list. If it

is not deleted and the model has been edited, the simulation command will

produce the error message that the DSET does not correspond to the model.

If there has been no editing, the model may simulate using the wrong data.

If the DSET had already been deleted by troll, the delete command above

will elicit the warning:

FILE(S) NOT FOUND-

DSET SEMREC3

The warning can be ignored (it is not an error) and the user can proceed.

If the DSET was found and deleted, the terminal will merely prompt for

another TROLL COMMAND. The user should also check the search list before

simulating to be certain it is correct. This is done by giving the command:

TROLL COMMAND. LKSEARCH DATA:

TROLL responds with the search list in effect.
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To initiate the simulation of the model (specified in a USEMOD

SEMREC2 command previously given, the user enters the command:

TROLL COMMAND. SIMULATE;

The troll system incorporates a number of options associated with the

simulate command, but these are primarily useful in testing a new model

and will not be covered here. The command simulate triggers a series of

actions by TROLL that prepares for, but does not start the simulation

process. Troll creates the input dataset, analyzes the model to normalize

each equation on an endogenous variable or definition and forms a block

structure1 , and creates the code by which the model is simulated. This

is a time-consuming process and the system may print blips (usually a

to indicate that it is still working though no prompts have been printed.

If the model has not been edited since the last simulation and the code was

saved via a FILEMOD command, the same normalization, block structure, and

code are used, so that only the DSET is created. The following is a typical

sequence of commands and responses:

TROLL COMMAND. SIMULATE;

CREATING DSET SEMREC3A

%%% ANALYZING MODEL

%%%% GENERATING CODE TO SAVE CODE TYPE FILEMOD;

% SIMULATIONS CAN BEGIN FROM 1973 TO 1976 AND MUST
END BY 1985

SIMULATE COMMAND. FILEMOD;

This block structure is not the same as the conceptual breakdown
into investment block, production, etc., but rather is used by TROLL
for the simulation process and groups equations into sets of simultaneous
equation blocks in the order they are solved.
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The instructions from TROLL on the bounds of the simulat! n period are

based on the data supplied. Exogenous values are required for every year

of the simulation and a starting value is required for each endogenous

variable. Thus, if endogenous variable data files were all extended

beyond 1976, simulations could begin later. If exogenous variables were

supplied prior to 1975 and beyond 1985, the permissible simulation bounds

would be expanded.

At this point, the simulation can be executed. Three commands

are required--to give a start date; to give an end date, and to file and

name the output dataset. If no name is given to the output dataset it is

called OUTPUT by TROLL and the next simulation will delete it and replace

it with a new output DSET called OUTPUT. These commands are given as follows:

SIMULATE COMMAND. SIMSTART 1976;

SIMULATE COMMAND. DOTIL 1985; FILESIM SEMSIM;

TROLL COMMAND.

When the prompt TROLL COMMAND. is printed, the user knows the simulation has

been successfully run.

2. Obtaining Simulation Output

The output of a simulation is not printed until the user asks for

it and specifies the format. The output of a single simulation may be dis-

played, or a number of output datasets displayed together for purposes of

comparison. The command which displays the output is the PRTDSET command.

The variables, range of periods, and output DSETS used must be specified

with this command. The following command initiates the printing of all

endogenous variables in the output dataset SEMSIM and SEMBASE for the period 1976 to

1985:

TROLL COMMAND. PRTDSET, VARIABLES ENDOGENOUS,

RANGE 1976 TO 1985, DSETS SEMSIM SEMBASE;
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TROLL responds:

SIMULATION OUTPUT BY VARIABLE

ADLVR - SEMSIM SEM BASE

1976

1977

and so on. If the range is specified in the command first, TROLL responds:

SIMULATION OUTPUT BY YEAR

1976 - SEMSIM SEMBASE

ADLVR

AVCP70

If the DSETS are specified first, they are printed separately, the structure

of the output depending on the order of the range and variables lists

specifications. TROLL also permits the user to obtain graphic displays of

simulation output with the PLTDSET command. Datasets that have been filed

are saved from session to session. Output datasets should be given names

descriptive of the particular simulation (e.g., SEMBASE) and periodically

deleted when no longer needed to keep disk records available. The command is:

TROLL COMMAND. DELETE DSET SEMSIM;

Datasets can also be converted to datafiles. This would be

useful, for instance, if the user needed data for a variable that is endo-

genous in SOVMOD and exogenous in SENREC. The exogenous data for the

SEMREC variable for 1976 to 1985 can be drawn from an output DSET of a

SOVMOD simulation of that period. If the variable is BAO, the SOVMOD

simulation in SOVI, then the command is:

TROLL COMMAND. CRDATA DSETS SOVI, RANGE 1976 TO 1985, VARIABLES BAO;
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The CRDATA command creates the data file and stores it in an archive with

the name of the dataset it comes from, e.g., SOVI_ BAO.

3. Commands Associated with Model Simulation

Simulations are initiated with the following high-level command:

SIMULATE;

at which time the system informs the user of progress it is making through

the various stages of simulation. Eventually the system will respond with:

GENERATING DSET SEMREC3 - if the DSET SEMREC3 was
deleted, as noted earlier

ANALYSING MODEL - if the model has been edited
GENERATING CODE - if the model has been edited
SIMULATIONS CAN BEGIN FROM 1973 TO 1976 AND MUST END BY 1985
SIMULATE COMMAND:.

At this point TROLL wants to know three things:

1. the year simulation is to begin;
2. the year simulation is to end; and
3. the desired name of the data set under which the

simulation results are to be filed.

All of this is accomplished by entering the following on one line:

SIMSTART 1973; DOTIL 1985; FILESIM RELCONTR:

Where RELCONTR is the analyst desired name of the new DSET

after which the system will respond:

TROLL COMMAND:
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The results of a simulation are stored in a dataset named in

the SIMULATE command listed above. To view this dataset. or several

data sets, enter the following:

PRTDSET, (This initiates the printing of data set(s)
procedure.)

After the system responds, enter:

VARIABLES (Thereby telling the system you are about
to enter the names of the variables you
want to see. Note there is no comma.)

After the system responds, enter:

GNP GNPNA XOIN XOMB KITOT, (Or whatever variables the analyst
desires. Note that a comma
ends the list.)

Then enter:

RANGE 1976 TO 1985, (Or whatever the analyst wants to see)

This is followed by:

DSETS (Again, no comma)

Finally enter:

:1 RELCONTR SEMBASE BlONCD; (Or whatever data sets the
analyst desires. Note the
semi-colon.)

The system will respond by printing back the desired results.

*,

100



E. Common Errors

In this section some errors most commonly encountered in using

SEMRECISOVMOD on troll will be discussed. Along with the error message

an attempt will be made to indicate the cause and corrective action

indicated.

1. Frequent Errors Throughout A Session

ERROR MESSAGE

NOT A COMMAND This message indicates that a command was
misspelled or that a low-level command was
given when a high-level command was required.
Retype the command and give the proper high-
level command first if appropriate.

FILE(S) NOT FOUND A filename was misspelled, an archive name
was wrong or missing, or the search list is
misspecified. Retype the command and ex-
amine and correct the search list if necessary.

MODEL NOT FOUND The USEMOD command was not given, or a
model name was not specified in a MODEDIT command.
Give a USEMOD command before retyping yourlast command.

2. Frequent Errors in Editing Data, Coefficients or the Model
Error Message

NEW SERIES This is a warning from troll, not necessarily
an error. If the user intended to edit an
existing series, then he has misspelled the
name or failed to give the proper archive
name. Retype.

NEW MODEL This is a warning from troll, not necessarily
an error. If the user intended to edit an
existing model, he has misspelled the name
of the model or has stored the model in the
working space of another user. If the model
is stored elsewhere, enter the appropriate
ACCESS and SEARCH commands.
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DATA GIVEN DOES NOT This error is likely to occur while entering
FALL WITHIN CURRENT any of the DEDIT commands. It indicates
BOUNDS FOR THE that the user has attempted to manipulate
SERIES data in an already existing data file for

years not contained within the file. Retype

the DEDIT command with appropriate years,
or expand the data file to include the

desired years.

NOT A CHANGEABLE This error is likely to occur after the
TYPE analyst has entered either a MODEDIT or

DEDIT command. It is usually the result of
a typographical error and the command
should be retyped and entered.

SYMBOL CANNOT BE This error occurs after the DELSYM command
DELETED has been entered. The TROLL system as a

built-in safeguard will not permit the user
to delete variable names from the list of
variables associated with a given model if
the symbol in question appears anywhere
within that model. If the symbol must be
deleted, the analyst must first delete all
equations that contain the symbol, then

enter the DELSYM command.

INVALID CONSTANT This error occurs while manipulating a
NAME constant file and is probably the result

of a typographical error. Constant names
must begin with a letter and may contain

only letters, periods, and numbers. Further,
constant names may be only eight characters
long. Either rename the constant or
correct and re-enter the command.

3. Frequent Errors in Simulation

ERROR MESSAGE

NOT ENOUGH While analyzing the model for simulation
STORAGE purposes, the TROLL system determines the

amount of storage capacity required. To

correct this, the analyst must expand his
storage (automatically given by default).
The error message will state how much
storage is required for simulation, but in-
creasing the amount by 25% is recommended.
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JACOBIAN MATRIX This error may be the result of a scale
IS POORLY SCALED problem, but is generated when the ratio

OR NEAKLY of the largest pivot of the Jacobian
SINGULAR matrix to the smallest pivot is greater

than 108. To correct this problem enter:
CONOPT MAXRAT 1E14;

RANGE FOR VARI- Even though the analyst has supplied data
ABLES IS DISJOINT for all indogenous and exogenous variables,
FROM OTHERS AFTER lags within the model may require additional
LAGS HAVE BEEN information from the analyst. The variable
TAKEN INTO ACCOUNT in question will automatically be printed

on the terminal at the conclusion of the
error message. The problem can be solved
usually by expanding the data file in
question through the use of the DEDIT
commands, but may also be overcome by al-
tering the search list thereby using data
from other archives.

ITERATION LIMIT The default limit for iterations in the
EXCEEDED IN YEAR TROLL system is 10. This error may be the
TJTERATION result of data problems or a model im-

properly specified by the analyst. The
problem Lan be solved by altering the con-
vergence criterion (CONOPT CONCR .01;) or
by adjusting upwards the maximum number of
iterations allowed (CONOPT STOP 25;).

DIVERGENCE This problem may be the result of poor
OCCURRED IN exogenous data or a poorly specified model.
ITERATION __YEAR . Careful attention should be given to assumptions

embodied in the exogenous data. If problems
are discovered in the data they may be
corrected through the use of DEDIT commands.
Problems discovered within the model may be
corrected through the use of the MODEDIT
commands. The divergence criterion can be
altered by entering CONOPT DIVCR 25;.
Finally the analyst may "correct" this
problem instructing the system to begin
testing the model after the iteration in
question. This can be done by entering
CONOPT START 5; (indicating tests for di-
vergence should begin at iteration number 5.

DATA FILES The first phase in simulation involves the
MISSING generation of an input data set containing

historical values for all endogenous
variables. Lagged values for all variables
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are also included. This error indicates
that data cannot be located for oni or more
variables. The problem may be corrected by
altering the search list, or by creating new
data files for the variables in question.

DSET DOES NOT This error is the result of altering the
CORRESPOND TO model in any fashion and beginning simulations
MODEL without previously deleting the input data

set. The problem can be corrected by entering
DELETE DSET SEMREC; and then beginning the
model simulation.

ATTEMPT TO TAKE This problem may be the result of poor data,
LOG OF A NON- scale problems or errors within equations,
POSITIVE NUMBER the command LIST ITER < variable name or

names >; and begin the simulation process

again. This command will cause the TROLL
system to print iteration values of suspect
variables. This may lead to altering
exogenous data or careful attention paid to
model specifications.

DEFINITION OR During simulation, the TROLL system breaks
CONSTRUCT USED the model into numerous blocks, solving
BEFORE IT IS block 1 first and then proceeding to block 2
DEFINED and so on. This error appears if a variable

declared to be a definition appeaxs within a
block prior to the block that contains the
equation defining the variable a question.
The problem can be corrected by putting all
equations written as definitions at the
beginning of the model.

MODEL HAS FEWER The number of equations written as definitions
"MORE) ENDOGENOUS must equal the number of variables declared
VARIABLES THAN to be definitions. The number of equations
EQUATIONS written otherwise must equal the number of

variables declared to be endogenous. To
correct this problem the variables list must
be printed and all endogenous variables and
definitions must be manually checked with
individual equations. It is not possible,
with large models to visually scan the
equations and identify the variables on which
the TROLL system is normalizing. The command
LKORD; will cause the TROLL system to print
each equation by number and the normalized
variable associated with it. Such a listing
will help the analyst to determine the

problem variable (variables) or equation
(equations).
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F. A Recap on Running the Model

1. Initial Conditions

In SEMREC3A, the procedure for generating a set of initial conditions

for capital stock to run a scenario is greatly simplified from the point of

view of the analyst. He no longer has to worry about calculating the

capital stocks for the initial recovery year or providing reduced

investment flows given exogenously from peacetime.

The analyst needs to provide the model only with percentage reductions

in branch and sector capital stocks. These are represented in the model as

exogenous variables (DK ; the variable K is the capital stock

affected. Note that capital stock for the current year is endogenous. It

is calculated by adding capital formation last year to the initial capital

stock last year. Therefore, if reduction in capital stock is to occur one

time only (it becomes a permanent reduction, i.e., growth in capital stock

is achieved only via succeeding capital formation), the DK variable

is set to the ratio of capital removed to total for the year before the

reduction is to take place. That is, if the capital stock of the soft

goods branch is to be reduced by 5 percent in 1976 (for purposes of example

only), then DKISG should be set to .05 for 1975 and set to zero for every

other year. The model automatically calculates the new capital stock by

reducing the net value of the 1975 capital stock carried over to 1976 and

reduces capital formation and investment flows appropriately as well.

Thus, in periods later than 1976 capital formation depends on lagged

investment which predates 1976, those investment flows will be reduced by

the same percentage as the capital stock in the branch or sector. Some

capital formation equations contain investment lagged five periods.

Population initial conditions can be reset by generating a new

population data archive and placing it on the SEARCH list prior to existing

population archives. Data are required for total population (NPOP9) and

able-bodied population (NPOPAB9). These are both exogenous variables and a

value for each year of the simulation must be supplied. Several

alternative population archives are available with the model.
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2. Setting Analyst Levers

There are two types of analyst levers that must be set for a model

simulation. The first type is priority weights. They implicity enter the

cost function for the balancing mechanism and explicitly appear in the

adjustment equations. The higher the weight on an adjusted variable, the

more likely the mechanism will find a solution which minimizes the change

in that variable from the initial value. Both of these sets of priority

weights are treated as coefficients by the model; there is one value stored

for each that applies to every period and thus they are altered by a CEDIT

command prior to simulation (it is not necessary to have a new input DSET

created for simulation as is required after MODEDIT commands). The

adjustment weights are normally set to 1.0 for all adjustments. This sets

priorities on all outputs and end-uses to be equal. Note that weights are

important in a relative sense, i.e., with one weight set at 2.0, an output

adjustment in one sector would be twice as "costly" as an adjustment in any

other sector in achieving balance. Changes in the weights would be made

interactively in running a scenario. That is, if a model simulation shows

too great an adjustment in an output or end-use that was required to

achieve balance, then, in the next simulation, that sector's adjustment

weight should be increased (possibly doubled as a first guess). It is

likely that as a weight is increased successively, changes in the simulated

adjusted value will be smaller with each simulation until no solution can

be found. A real bottleneck will be indicated at that point, and changes

in targets for other variables would be required to reduce the adjustment

needed to obtain balance. On the whole, these sorts of calibrations are

not required for moderate variants from the basic scenario and should only

be undertaken after the analyst has a good feel for how the model behaves.

The other types of analyst lever affects the target functions in the

model, that is, how initial values supplied to the balancing system are

set. These levers are stored as exogenous data variables. When the model

is run in peacetime mode, the functions reproduce historical values over
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the pre-recovery period for consumption, investment, and foreign trade.

For the recovery period, the analyst selects values for exogenous variables

in the equations which modify the setting of targets for end-uses (the

P. _ _ _

o Consumption - the anlayst determines the share of per
capita consumption on each category in 1975 to be
maintained in the recovery period, e.g., GAMMA; a
growth rate is built into each equation (e.g., BETAD,
the historical rate of growth is the default value) to
move the targets over time.

o Investment - total non-ag, ag machinery, ag
construction: this equation sets a base level and
growth rate for each category (default values reproduce
historical trends); the model automatically reduces the
base level of investment (e.g., ETAINA) concomitant
with the reduction in capital stock for recovery which
then grows at historical rates (e.g., ZETAINA, the
growth rate can be altered by the anlayst if
desired)--a provision for entering year by year
departures from the trend is also provided (e.g.,
DELTAINA-- the natural log of an analyst-desired change
in a non-ag investment)

o By Sector and Branch - investment flows to sector and
branch are determined by eogenously set shares of the
appropriate investment aggregate (after the aggregates
are adjusted in the balancing mechanism); default
values are historical shares (1975), are stored as
exogenous data, and may be altered by the analyst for
any year desired

o Foreign Trade - the foreign trade equations are really
two alternative functions linked together-- the SOVMOD
peacetime formulation and a target function (base
level, growth rate, and analyst- determined derivation
as for investment--if the MU variable is set to 1, the
SOVMOD equation is used, if the KAPPA variable is set
>0, the target function is used. (Note: If KAPPA is
set to a value greater than 0, MU = 0).

o Government Expenditure - for Rand D budget (P.BRD) and
administration and other budget (P.BAO), the standard
target functions are used (default values reproduce
historical trends--SIGMABRD is the base level, IOTABRD
is the growth rate and NUBRD is an exogenous deviation
that may be determined by the analyst.
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The setting of these levers is explained in greater detail in preceding

sections. Remember, these determine the initial (P.) values which are then
subjected to balancing and adjustment. See the checksheet on levers, which

follows.

3. Doing the Simulation

Once analyst levers are set and initial conditions specified,

little is involved in running the model. The SIMULATE; command will cause

the creation of an input dataset if no dataset with the name SEMREC3

exists. This input dataset will be created according to the search list.

Archives containing initial conditions and analyst levers to be set at

other than default values should be searched before the archives entered in

the search list, by the command:

TROLL. &SRCHREC3

A sample search list with required archives in addition to the basic data

appears in the table following. This is in the form of a macro statement

(&SRCHBASE) which was supplied with SEMREC3, along with the listed data

archives; but the search list can be created with individual TROLL

commands.

When the search list is as desired, merely give the command:

SIMULATE; change any levers in coeffieicnt files prior to this, but it does

not affect the input DSET. TROLL creates the DSET, analyzes the model and

generates the code. It then asks for a simulate command. The model can

currently be run from 1973 to 1985 but starting no later than 1976. Given

the cotamands SIMSTART year; DOTIL year; FILESIM followed by a name for the

dataset in which simulation values will be filed. When the system prompts

a TROLL COMMAND the simulation has been completed. You can obtain solution

values for specified variables with the PRTDSET command (see preceding

sections).
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Table IV-3

Sample Search Lists for SEMREC3

Basic Data

Macro SRCHREC3

TROLL COMMAND. &SRCHREC3

(Executes the following)

DELSEARCH ALL;
SEARCH FIRST DATA SHARES (factor shares of GVO)

DATA INV (other final demand)
DATA MISC (default files for levers)
DATA DBASE (final demand definitions)
DATA _ ENEINT (energy block variables)
DATA ENERGY
DATA FLOW 1 (GVOs)
DATA _ BALANCE (special balancing variables)
DATA 102 (I-o coefficients)
DATA MINPUT (material inputs)
DATA USSR (basic SOVMOD databank)

SAMPLE SCENARIO DATA

Macro SRCHBASE

TROLL COMMAND. &SRCHBASE

(Executes the following)

&SRCHREC3
SEARCH FIRST DATA BASEXM4

DATA BASEXM (foreign trade levers)
DATA _ BASEC2 -(consumption levers)
DATA BASEI (investment levers)
DATA BASEK (capital stock reductions)
DATA NCD (population changes)
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Table IV-4

Checksheet for Analyst Levers

Lever Name Stored As Comment

Labor/Capital Ratios RNKEP, etc. coefficients default - 1975 values

Balance/Adjustment AO-A20 coefficients default - 1.0
Weights A21-A40 default = 1.0

Consumption Targets GAMMAD, etc. exogenous multiplier on per-capita
variable default = 1.0

BETAD, etc. exogenous growth parameterdefault
variable = historical

Investment Targets DELTAINA, etc. exogenous log of multiplier, one-
variable time shock default = 0

ZETAIAM, etc. exogenous growth parameter default
variable = historial

Investment Shares IRMB9, etc. exogenous default - 1975 values
and Military variable ag. + non ag. must - 1;
Procurement. sum of shares for sectors

must = 1; sum of shares
for branches of industry
must = 1

Military Durables MDMIDP exogenous analyst target (see p 1-45)
Foreign Trade MUl through exogenous NU = 1 peacetime formula-

MU25 variable tion. MU = 0, SEMREC
formulation (default)

KAPPAl through exogenous if MU = 1, then KAPPA
KAPPA25 variable can be set to fraction of

historical trend to be

maintained (default,
KAPPA - 1)

PSII through exogenous log of multiplier, one
PS128 variable time shock, default - 0
RHO1 through exogenous growth parameter, default
RH028 variable = historical

Government NUBAO and exogenous log of multiplier, one
Expenditure NUBRD variable time shock, default 0

IOTABAO and exogenous
IOTABRD variable use default
SIGMABAO and exogenous
SIGMABRD variable use default
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Table IV-4 (Cont'd)

Checksheet For Analyst Levers

Lever Name Stored As Comment

Initial Conditions NPOP9 and exogenous actual population
Population NPOPAB9 variable estimates, default is

demographic projections

Capital Stock DKICP, etc. exogenous fraction of capital
Reduction variaL stock reduction (25Z,

DKICP - .25) default w 0

RXTGAN, Declines back to I over
RXTOIP period

1. Coefficients are changed by CEDIT COMMAND.

2. Exogenous variables are generated by DEDIT
COMMAND, create archives for simulation SEARCH
list.

3. To obtain values for each lever of a class.
(exogenous variables DELTA _ , for example)
type PRTDATA DELTA***. To print every
variable in an archive, (BASEK, for example)
use PRTDATA BASET >.

NOTE: For guidance in setting analyst levers, see SEMREC3A;
Baseline Soviet Recovery Case; CEPR-TN-8156-2.
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APPENDIX I:
SEHREC User's Guide: Revised Model with

Disequilibrium Adjustment

I. Introduction

The current version of the SEMREC model is the result of a major

revamping of the disequilibrium adjustment mechanism which was used in the

SEMREC2 model presented in the last revision of the User's Giide. This

respecification means that SEMREC3A represents an improved tool for the

analyst and will provide a more realistic picture of the recovery process

via the imposition of internal consistency with respect to the sources and

uses of sectoral outputs both for material inputs (intermediate uses) and

final uses.

The respecification of the disequilibrium adjustment mechanism

involved the elaboration of the final demand matrix for the base year for

an expanded number of final demand categories and including all sectors so

that balance could be insured. The adjustment algorithm was expanded to

provide for adjustments of final expenditure categories as well as outputs.

The input-output based final demand categories had to be carefully related

to the model concepts for expenditures based on GNP accounting.

The inclusion of final expenditure adjustments as part of the

balancing scheme also permitted the respecification of the consumption and

investment blocks which provides for a more satisfactory mode of analyst

intervention in end-use determination than had been the case in the earlier

versions. The analyst is now able to set targets for consumption and

investment items (in terms of initial levels and growth rates). The values

for these variables are then adjusted to provide for balance in the
production and use of sectoral and branch outputs. In addition, the

foreign trade block from the SOVMOD peacetime model has been modified to

incorporate analyst-determined assumptions about the levels and composition

of foreign trade in recovery and included in SEREC III, whereas trade
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flows were completely exogenous in earlier versions. Trade flows are also

adjusted by the balancing mechanisms.

Because the disequilibrium adjustment mechanism now adjusts gross

value of output rather than the CIA output index (1970-100) for the

branches and sectors, gross values of output production functions have

replaced the earlier form. Rather than the straight two-factor Cobb-

Douglas formation, after estimating a broad variety of specifications,

three-factor (capital, labor, and material inputs) functions with

constrained factor shares and an estimated returns-to-scale parameter were

selected. Thus, inter-sectoral deliveries are already considered, albeit

at an aggregated level, in determining the outputs before they enter the

balancing system. Because the output indices are still used to calculate

GNP by sector of origin, linking equations relate the adjusted gross values

of output to output index values (note this is a reversal of the linking

process in the SEMREC2 specification).

As a result of these modifications, it is possible to have greater

confidence in the implications derived from model simulations than for

earlier versions of the model, primarily due to the intersectoral

relationships that are modeled, as well as the links between output and

end-uses. Moreover, an increased number of analyst levers coupled with

improved implementation of the analyst's choices have been incorporated

into the model specification.

I
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II. The Balancing and Adjustment Mechanism

A. Purpose

As the path of a model simulation increasingly departs from

historical experience, the possibility becomes greater that forecasted

rates of growth among sectors and end-use components will become

inconsistent with the intersectoral relationships and output-end-use

relationships dictated by production technology and the composition of

end-use aggregates. This, of course, is the case in simulating a recovery

scenario.

It is therefore necessary to insure balance in the output and

uses (both intermediate and final) of output in the production sectors.

The initial values of gross value of output and final expenditure

categories produced by the macro-model equations are adjusted to provide

for that balance. The a'Justments are made by the model in such a manner

as to minimize an objective function that is a weighted sum of the squares

of the individual adjustments, that is the deviations from the initial

targets for the production and expenditure variables.

The SEKREC3A balancing mechanism improves on the earlier version

in a number of aspects which provide for more satisfactory performance. It

is more comprehensive in that adjustments are made in both outputs and

expenditure variables, thus increasing the ability of the system to find a

satisfactory solution. The base-year final demand matrix, critical to the

calculation of the sectoral output balances, is complete in terms of

producing sectors and end-use categories and thus the coefficients are

derived from a balanced matrix in compatible prices (1970 producers

prices). Conceptual inconsistencies between the model's GNP accounting and

the Soviet national income (net material product) concepts used in the

reconstructed input-output tables have been reconciled in the new model.
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B. Structure

The balancing system calculates adjustments to initial output and

expenditure values via the simultaneous solution of the first-order

conditions for the minimization of the objective function. The objective

function is a weighted sum of the squares of the individual adjustments,

where the weights reflect the priority attached to the specific output or

expenditure category (i.e., the greater the priority attached by the

analyst to a target the higher the weight attached to a deviation from the

initial value). That is, it is the objective to minimize the value of D,

where

2o 2
D 1Z w. (y. Y ) + r si (xi.- xi)

and yo - adjusted expenditure level

0
yl initial expenditure level

wt  weight associated with the Ith expenditure component

d - weight associated with the expenditure adjustments
O th

xi initial output of the ith sector

xi adjusted output of the Ith sector

s i - weight associated with the ith sector output

r - weight associated with output adjustments

This minimization is accomplished subject to a number of constraints,

namely the balancing of output and uses of output of branches and sectors

and the overall balance, i.e.

G - (I - A)X (gross values of output less interindustry uses)

.1 F - BY + INV (final expenditures +- inventory accumulation)

F - C (sector and branch balances)

.4
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where b - element of matrix B, output of sector i delivered to

final expenditure category j per ruble

of expenditure in that category in the base year

A - the input-output technology matrix

INV - the final demand residual for sector i, inventory
i

accumulation and statistical discrepancy

(I-A)ik - i,k element of matrix (I-A)

The Lagrangian Z is then formed:

o 20 2Z - d i w, (y, - yl)2 + r si (Xi  x) +

+ f X i {i (J-A)ik x k- INVk- [btytY + bij Y J
j# L

Differentiating the Lagrangian with respect to yI and xk and setting them

equal to zero, we obtain the adjustments that minimize the objective

function:

- for expenditure adjustments

* - 0 - 2d wL (Yt - libip

(note that f bi - 1 and that it is assumed that INV is not

a function of any y)

- for output adjustments

Z -2 rs (x -x) + I X (I-A) -A INVk

ax k k k k J jk k a xk

and then let L - 2d and Z 1 2r.

This balancing scheme assumes that some sectors are not balanced

individually. If the opposite were there, the overall constraint would

merely be the sum of the individual constraints, and the set of constraints

would not contain all mutually independent elements.
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The weights wt and s, consist of two parts (explicitly coded in the

model), a scaling factor and a relative weight. While the scaling factor

is not altered by the analyst, the relative weights are important analyst

levers for directing the impact of the adjustment mechanism away from high

priority targets. A typical adjustment equation is coded as follows:

0 - WSUMI * AO1/WO1 ** 2 * (XIOME - P.XOME) + LO1 + L20 -

Where AO is the relative weight for the output of the metallurgy branch;

WSUMI and WO1 are scaling factors. P.XIOME is the initial value and XIOME

the adjusted value for gross value of output of metallurgy. The adjustment

equations are solved simultaneously with the balance constraints to obtain

a solution for the desired adjustments. A typical balance equation is

coded as:

ZO1 GO1 - FO1 - INVOl

where ZO1 is exogenously set to zero, i.e., the production and uses of

output in sector 01 (metallurgy) are required to be in balance. GOI is the

output of metallurgy less interindustry uses which is the output available

for final delivery:

GO1 XIOME - 18 a * X10i

where the aij are coefficients of the input-output matrix. FO is the sum

of final expenditures on metals output

FO - ° b, 81 j ,
J-1

where the bjk are the coefficients of the final demand matrix and the Y
are the final expenditure categories (food consumption, durables

consumption, etc.). INVO1 is the inventory accumulation and statistical

discrepancy for sector 01, which is predicted by a typical inventory

equation (a function of current and/or lagged gross value of output of the

sector):

1



INVO - CF200+CF201+XIOKE+CF202*QT50+CF203*Q67

where QT50 is a time trend and Q67 a dinmy variable which removes the

anomalous observation for 1967, the year of a major price reform.

The following sectors are constrained to be in balance:

01 metallurgy 07 chemicals 12 processed food

02 coal and peat 08 forest products 14 construction

03 oil 09 paper and pulp 15 agriculture

04 gas 10 construction materials

06 machine-building 11 soft goods

and metalworking

Note that the residual sectors, industry, n.e.c., and Other Branches, are

not checked for balance nor are the service sectors, transport and

communication and trade and distribution. Electric power, because of the

specification of the energy block is always in balance, i.e., production is

set equal to usage. Transport and communications and Distribution and

trade are also set equal to calculated requirements.

The outputs of all sectors listed above are adjusted. The relative

weights (AOl for sector 01, etc.) are initially set to values determined in

calibrating the model, but can be altered by the analyst to alter the

pattern of adjustments if he feels it appropriate. The desired values for

the weight would be obtained through iterative simulation experiments.

Aside from the balances and output adjustments, the mechanism also

requires that the model expenditure concepts (from reconstruction of Soviet

accounts by Western analysts) be translated into concepts compatible with

the final demand matrix (Soviet national income and input-output concepts).

I-7
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These translated concepts represent Initial values which are then adjusted

by the model and translated back to the model's GNP-accounting concepts.

The relationships between the two alternative sets of accounting concepts

are described in the sections below on the final demand matrix. The

following final demand categories are adjusted by the mechanism (that is,

they are the y in the exposition above:

[-



Reference Number

21 CFPR consumption expenditures, food

22 CNPR consumption expenditures, other non-durables

23 CDPR consumption expenditures, durables

24 CSPR consumption expenditures, services

25 GPHS government, expenditures, public housing and
services

26 GNTC government expenditures, non-productive transport

and communications

27 GHEC government expenditures, health, education;' and
culture

28 GSBA government expenditures, science, banking and

administration

29 ERPR exports, raw materials

30 EIPR exports, machinery

31 EFPR exports, food

32 ECPR exports, consumer goods

33 MRPR imports, raw materials

34 MMPR imports, machinery

35 MFPR imports, non-grain food

36 MCPR imports, consumer goods

37 MGPR imports, grain

38 1M investment, machinery component

39 IC investment, construction component

40 IRIO capital repair expenditures

I-9



C. Elaboration of Final Demand Relationships

1. Purpose

The disequilibrium adjustment mechanism of the model requires deter-

mination of the degree, of balauce of the output of each sector and the

sum of interindustry uses and final demand. Interindustry uses are

calculated via the input-output coefficients (A matrix) derived from a

series of balanced 18-sector flow tables in 1970 rubles and the gross

values of output (GVO) from a set of production functions relating GVOs to

factor inputs. Having deducted the interindustry uses from GVO, output

available for final deliveries is obtained (eq. 5.1)

18
(5.1) Gi = XI0 i - Ea ijx 0

where the Gi = output available for final delivery of sector i

XIO.= gross value of output of sector iI

a.. = input requirement of sector i per ruble of CVO of sector j

Against this vector, a vector of final demands must be balanced.

This requires not only levels of end-use generated by the model, but also

information un the sectoral composition of the end-use components.

Information consistent with reconstructed Soviet input-output data is

available for the benchmark years - 1959, 1966, and 1972. The 1966 data

were selected as the base year, not only because they represent a mid

point, but also because of the greater detail available on deliveries

within the final demand quadrant. It was necessary to accomplish the

following steps to formulate the required matrix:
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(1) Obtain information on columns in the final demand matrix in
as disaggregated form as possible to reflect shifts in
composition of end-use aggregates over time;

(2) Convert this data, where necessary, to 1970 producers prices
in order to be consistent with the input-output coefficient
time series;

(3) Relate the column totals to model-generated variables for

the base year;

(4) Insure balance, since no balanced final-demand matrix with
all the required columns was published.

Upon completing the procedure it was then possible to calculate a

balance equation for each sector (eqs. 5.2-3).

24
(5.2) F = E b Yi j=l b l~

(5.3) Zi = G i - i  Balance

where F. = final demand deliveries of output of sector i1

= total expenditures for end-use category j
J

b.. = share of deliveries by sector i of total end-use
of category j

Initial production levels generated by the production functions are fed

into the balances and the disequilibrium mechanism adjusts sectoral

outputs to insure balance.

The earlier version of the disequilibrium adjustment mechanism provided

for similar final demand calculations, however they did not assure complete

allocation of expenditures in the base year, energy sectors were balanced

in physical terms outside the final demand matrix and there were no balances

for the service sectors. This new elaboratJon attempts to insure consistency

and balance in the base year final demand matrix for all sectors together

with an expanded set of final demand categories.
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2. Construction of the Final Demand Columns

A number of versions of the final demand quadrant for the reconstructed

1966 Soviet input-output table have been published by the Duke University-

Foreign Demographic Analysis Division Soviet Input-Output Project with

alternative disaggregations in 1966 purchasers' prices, 1966 producers'

prices, and 1970 producers' prices.1  Unfortunately, in the producers'

price tables, final demand was not dlisaggregated further than private consump-

tion, public consumption, and other final demand. Other final demand

represents the sum of net exports and gross investment (accumulation in

Soviet statistics) which are indicated separately in the purchasers' price tables.

Moreover, 1970-based price indexes were available only for flows in

2
producers' prices. The 1966 purchasers price table with supplementary

data provides an additional disaggregation of public consumption--public

housing and services, non-productive transport and communications, health,

education and culture, and science, banking, and administration.

The columns required for the final demand matrix, at a minimum,

include:

private co.,sumption public consumption

exports imports

fixed investment capital repair

inventory investment defense procurement

1See Vladimir G. Treml, ed., Studies in Soviet Input-Output Analysis,
Praeger, New York, 1977 for 1966 tables in 1966 purchasers' prices (Table 1.1,
pp. 10ff.) 1966 producers' prices (Table 1.2, pp. 31ff.) aggregated with sup-
plementary final demand data in 1966 purchasers' price (Table 1.3,)
pp. 52 ff.) and 1970 producers' prices (Table 5.1 pp. 204ff.)

2See Vladimir Treml, Price Indexes for Soviet 18-Sector Input-Output Tables

for 1959-75, SRI Technical Note SSC-TN-5943-l, June 1978. These indices
incorporate some corrections and revisions not reflected in 1970 price
table cited previously.
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in order to derive sectoral composition of end-use components deter-

mined by the model blocks. In addition it was desirable to further dis-

aggregate some of the major categories in order to minimize the impact

of the changing composition of the broader category over time relative to

that in the base year.

a. Private Consumption

Although private consumption appears in the reconstructed tables

as a single column it was decided to disaggregate the category into consump-

tion of food, non-durables, durables, and services, with the delivery of

each sector to private consumption allocated to only one subcomponent

according to the general character of the output of the sector.1

Sectoral deliveries of the non-service sectors were calculated by

aggregating the 76-sector entries in the private consumption column of

the 1966 producers' price table (Treml, 1977) into 16 non-service sectors

and applying the price indices developed by Treml for the time series of

18-sector tables in 1970 producers' prices (Treml, 1978, see footnote 2 on

page 12). No separate price indices were available for trade and distribu-

tion or transport and communication. Therefore, the methodology developed by

Treml and Guill which used the 1972 ratios of sectoral deliveries in

producers' prices to the distribution and trade and transport and communi-

cations entries to derive entries for these sectors for tables in 1970

1 The trade and distribution and transport and communications sectors are
an exception. Deliveries of these sectors to consumption in a producers'
price table represent these functions in the cost of delivery of the
non-service sectors to consumption and thus are entered into each subcomponent.
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producers' prices was applied (see Table A-5.1). Thus, entries for the

two productive services sectors were obtained for each of the categories

of consumption (private and, see below, public consumption categories).

b. Public Consumption

The deliveries of sectors to total public consumption were

obtained in the same manner as those for private consumption, that is,

aggregation of 1966 producers' price entries and the application of Treml's

price indices and trade and transport ratios. It was desirable, however,

to disaggregate this category, both for the reason of changing composition

among sub-components and better to relate the input-output concept to

expenditure categories in the model.

More detailed information on public consumption is provided in Treml

(1977-Table 1.3) in an aggregated purchasers' price table for 1966 with

supplementary final demand data. Public Consumption is disaggregated into

four columns:

Public Housing and Services

Non-productive Transport and Communications

Health, Education, and Culture, and

Science, Banking, and Administration.

For each sector,the ratio of the delivery to each subcomponent to the sum

of deliveries to public consumption in the reconstructed table was used to

Jistribute the delivery of the sector in 1970 producers' prices to each of

the four subcomponents.
1 See Gene D. Guill, Deflation of the 18-Sector Soviet Input-Output Tables,

SRI Technical Note SSC-TN-5943-4, August 1978, pp. 21-23. It should be
noted that while the methodology was correctly stated, an error has since
been discovered in the calculation of final demand for the trade and
distribution sector, thus leading to incorrect entries for GVO and value
added plus depreciation for that sector as well as total final demand and
GVO, for each year. Corrected entries were determined for this study.
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Table A-5.1

CALCULATION OF TOTAL FINAL DEMAND ENTRY FOR
DISTRIBUTION AND TRADE FOR 1966

For each year FDI7 ' 14-13,15,18 ci(FDl)d i + (1 -aL)(FDi)S

ti,1966 d1  Si FDi FD, 1 7

1. Metallurgy .2933 .0189 .0179 2313112 42083

2. Coal and Peat .8195 .0256 .0320 1326714 35496

3. Oil .2191 .0348 .0675 1947093 117479

4. Gas .4629 0 .0520 210930 5891

5. Electwic Power .9859 0 0 1654031 0

6. MBmw .1384 .1224 .0098 36396068 923868

7. Chemicals .7329 .2645 .0155 2340239 463349

8. Forest Products .6061 .0764 .0238 3398237 189216
9. Pulp & Paper .7844 .4230 .0411 81696 27830

10. Construction
Materials .9425 .4009 .0102 688512 260556

11. Soft Goods 1.166 .0823 .0017 17722064 1698490

12. Processed

Foods 1.011 .1603 .0066 40163655 6506110

13. Industry, NEC 1.144 .0433 .0074 3204560 155323

15. Agriculture .7655 .0404 .0652 30790098 1422983

18. Other Branches .9743 .2676 .0122 2426640 633438

then for each year GVO17 interindustry use + FD17

where
= private consumption + public consumption of sector i, 1966

1 i,1966 total final demand for sector i, 1966

(interpolated between benchmark years)
.d4 di = distribution charge attributed to one ruble of sector i output

delivered to consumption

S = supply charge attributed to one ruble of sector i outputdelivered to all other uses

FD = final demand in thousands of rubles
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c. Exports and Imports

Exports and imports are not shown separately in the reconstructed

producers' price tables, but rather net exports are included in an other

final demand column. Because it was necessary to relate model values

for trade flows by commodity group to balances for individual sectors,

export and import columns for the base year final demand quadrant in

1970 producers' prices had to be estimated. Export flows in 1966 prices

were assumed not to contain turnover tax components. They were inflated

by price conversion factors for final demand at the 76-sector level in-

dicated in Treml and Guill's study on price conversion of the 1966 table

(Treml, 1977-Table 5.2), and aggregated to 16 non-service sectors.

I
Import flows were assumed to contain turnover tax components.

The import share of turnover tax implied by the other final demand entry

for tax on purchases in the 1966 producers' price table (Treml, 1977-

Table 1.2) was shared out proportionately and deducted from the 76-sector

import entries in purchasers prices. These were then converted to 1970

prices with the conversion factors and aggregated to 16 non-service sectors.

In an effort to account for effects of the changing commodity compo-

sition of trade flows over

columns were disaggregated Into subcomponents of major commodity groups:

Exports Imports

Raw Materials Raw Materials

Machinery and Equipment Machinery and Equipment

Foodstuffs Non-Grain Food

Consumer Goods Grain

Consumer Goods

See Treml, op. cit., 1978.
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This disaggregation also relates well to the commodity groupings of the

model's trade block. As in consumption, each sector's deliveries were

wholly allocated to one subcomponent according to the general character

of output. An exception to this procedure was made in the case of In-

dustry N.E.C. and Other Branches (Sectors 13 and 18). For these sectors,

use was made of the foreign trade handbook to estimate appropriate splits

of deliveries between raw materials and consumer goods subcomponents,
6

and to split agricultural imports into non-grain and grain components.

d. Gross Investment

It was assumed that fixed investment and capital repair of

equipment consist only of deliveries from the MBMW sector (and concomitant

entries for the trade and distribution and transport sectors, about 5 per-

cent of the purchasers' price value for MBMW final deliveries of producers

investment goods, per Vladimir Treml). For fixed investment, the MBMW

purchasers' price delivery was taken as the official Soviet investment

durables figure for 1966. The MBMW delivery to capital repair was

taken as the delivery of the repair sector to other final demand in

Treml and Guill's 1970 price table (Treml, 1977-Table 5.1). The gross

investment component of the transport and communications final demand

entry (per advice of V. Treml) was allocated proportionately to invest-

ment in equipment and capital repair. The trade and distribution

entry for investment in producers' equipment was the residual of the 5

6On this last split, see also Foreign Agricultural Service, USSR Agri-
cultural Trade 1955-77, U.S.D.A., August 1978.

i; I-1S
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percent service component. The capital repair trade and distribution

entry was obtained from the proportionality between the two service

entries in the investment equipment column.

The construction component of the capital repair column is the column

residual given the entrIes for the MBMW, T & C, and T & D rows. The

column total is the product of the 1966 value of the 1970-based capital repair

index produced by CIA's Office of Economic Research and their 1970 value for

capital repair in the reconstructed GNP accounts.

The last remaining entry required for the fixed investment category

is the distribution of the deliveries of the construction sector. Based

on data from official Soviet statistical handbooks, it appears that taking

the distribution of capital investment expenditures, excluding the durables

component, results in an overestimatc for this entry by the amount of

losses, and other outlays (such as for site preparation). Vladimir

Treml suggested using the sum of the volume of construction and assembly

work performed (contract and sectors' own-force construction, including

that by collective farms), the volume of design work, and investment in

individual housing.

e. Other Final Demand Items

Given the sectoral final deliveries in 1970 producers' prices

from Guill's series of 18-sector tables (Guill, 1978), modified for the

distribution sector, and the calculated entries for public and private

consumption, exports, imports, fixed investment and capital repair, a

residual for each sector was obtained. These residuals in the base year

should represent inventory change (including the change in unfinished
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construction, net additions to livestock herds), residual defense items

not included in public and private consumption and fixed investment,

losses, and sectoral statistical discrepancies. Separation of residuals

into subcomponents has been undertaken (see Table A-7.1).

Given inventory change, change in livestock herds, and change in

* unfinished construction, remaining residuals, aside from those arising

*from statistical sources, might be attributable to defense end-use.

According to Treml, the appropriate item is defense procurement, be-

cause other components of defense expenditures are incorporated into

public and private consumption. Thus the residual of concern here is that

in the MBMW row. In the GNP accounts a portion of this residual (pro-

curement of non-military durables by the defense establishment) is

associated with nventory change--in 1970, between 1.0 and 2.0 billion

rubles.

This series of calculations from reconstructed input-output tables, the

Soviet handbooks, and Office of Economic Research series resulted in an ela-

borated final demand matrix for 1966 in 1970 producers' prices. The

results are presented in Tables A-5.2 and A-5.3.

D. Relation of Model Expenditure Categories to the Final Demand Matrix

Due to the expertise and additional information represented by recon-

structed data published, by CIA's OER and by individual Western scholars,

SOVMOD's specification has been based on the Western accounting concepts

employed in these reconstructions which are incorporated into the model database.

John Pitzer, Rcconciliation of Gross National Product and Soviet National
Income, NATO Colloquim Paper, December 1977, p. 29.
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Thus, to relate expenditures to sectoral deliveries, the model's expenditure

concepts had to be linked to the input-output categories.

Primarily this involved the following tasks:

9 Removal of turnover taxes from some expenditure components;

a Shift of services which do not sell output (education, etc.)
from private td public consumption;

* Exclusion of non-material components from outlays;

e Conversion of trade flows to 1970 domestic rubles.

After these definitions were established, model values were transformed

into the final demand matrix categories and compared with the column

totals for the base year. Proportionality factors were then introduced

into the definitions in order that values would reconcile exactly with

the base year column totals. In most cases the proportionality factors

were not very different from unity.

1. Removal of Turnover Taxes

The model's series for consumption and some public sector outlays are

in purchasers' prices, and turnover taxes must be removed before relation-

ships derived from the final demand matrix can be applied. Treatment

of turnover taxes on imports is discussed in the section on foreign trade

(below).

Turnover taxes are estimated in the model in current rubles. Because

they will be deducted from consumption expenditures measured in 1970 rubles,

the consumption price deflator (1970 base) is applied. Then, the shares'of

turnover tax allocated to various final demand categories in the 1966

producers' price table (Treml, 1977--Table 1.2) are imposed. 1 The turnover

1 It should be noted that only about 70 percent of total turnover taxes

are passed on to final demand according to the reconstructed iuput-
output table.
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tax for public and private consumption is allocated proportionately

among the subcomponents and eventually subtracted from the model values

for expenditures.

1 The shares of the subcomponents in the expenditure total which are

used for these calculations already reflect shifts of outlays between
public and private consumption and removal of non-material outlays
as discussed in the next section.
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2. Public/Private Consumption Shifts and Non-Material Outlays

The model data for private consumption of services is derived

from an OER series which includes the following expenditures that relate

to public consumption categories in the input-output scheme:

public housing and services health

education culture

In the reconstructed 1970 GNP accounts produced by OER, the following

detail is given for consumption of services:

Share (proportion)

Billions of Rubles

Total 52.363 1.00

including:

Trade and Union & other dues 2.092 .040

Housing 3.429 .065

Utilities 3.478 .066

Personal Transport 7.200 .138

Personal Communications 1.200 .023

Repair and Personal Care 4.674 .089

Recreation, Art, and
Physical Culture 3.948 .075

Education 16.098 .307

Health 10.244 .196

pitzer, op.cit., p. 25
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These shares were applied to the model's time series for consumption of

services and the appropriate subcomponents reallocated to public consumption

categories. In the input-output total private consumption column of the

base year, there are entries which were allocated to a private consumption

of services category. These were related to a share of the model's defi-

nition of consumption of services as a fixed proportion of the non-wage

component of this category (set at the calculated base year share).

Expenditure components shifted to public consumption matched three

of the four public consumption categories in the final demand matrix.

The fourth, science, banking, and administration, was related to two

model variables--outlays on administration and outlays for research and

development. It was then necessary to calculate the material purchases

implied by each of these four expenditure categories, since wages and

purchases of services by this sector do not enter into Soviet national

income. This was accomplished by applying, in each year, the ratio of

material purchases to total outlays shown in the aggregated 1966 purchasers'

price table augmented with supplementary data (Treml, 1977-Table 1.3).

As indicated above, the public consumption share of turnover taxes was

then removed (on the basis of 1966 proportions) from each of the four

categories.

3. Conversion of Trade Flows

Trade flows modeled in SOVMOD's foreign trade block are current U.S.

dollar values published by OER. It was necessary to convert these flows

to 1970 domestic rubles. This was accomplished via a four-step process--

conversion from (1) -urrent dollars to current foreign trade rubles;
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(2) to 1966 foreign trade rubles; (3) to 1966 purchasers' prices; and

(4) in one step, to 1970 producers' prices (exports are assumed to have

no turnover tax component). That is,

current $ trade flowce nge $rae f = current foreign trade rublesexchange rate

current foreign trade rubles 1966 foreign trade rubles
(official Soviet import or
export price deflator rebased
to 1966)

(1966 foreign trade rubles) x (domestic/foreign trade = 1966 purchasers'
ruble conversion factor prices
for 1966)

(1966 purchasers' prices - turnover tax) x inflator = 1970 producers'
(imports only) (see text) prices

This approach to conversion employs 1966 ruble values because factors to

convert foreign trade to domestic rubles were prepared by the Foreign

Demographic Analysis Division to relate foreign trade data to entries in
1

the reconstructed 1966 purchasers' price table. Figures in 1966 foreign

trnde rubles and domestic rubles were published for flows on a 75-sector

basis. These were aggregated to the commodity group subcomponents for

exports and imports employed here and foreign-domestic conversion ratios

derived. The official Soviet indices for prices paid for imports and

1
Barry L. Kostinsky and Vladimir C. Treml, Foreign Trade Pricing in the
Soviet Union: Exports and Imports in the 1966 Input-Output Table. roreign
Economic Report No. 8, U.S. Department of Commerce, March 1976. See

especially Table 12, pp. 30-32. Note 3 to that table explains the inclusion
of arms exports and imports ini the MBMW row and their conve ion to domes:,c
values. The domestic value for arms exports indicated in the note, however,
appears to be misstated. It has been confirmed that the coriect value,

which can easily be determined by applying the methodology described, was
however, used in die body of the table. These values were also used in
calculating the MBMW trade entires for the base year final demand matrix
in section 5 above.
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received for exports were taken from foreign trade handbooks. The 1966

and 1970 producers' price inflators were drawn from the calculations

described in section C above.

4. Fixed Investment and Capital Repair

Because published input-output reconstructions do not include

disaggregations of the gross investment category, our estimates of the

base year final demand matrix use data from Soviet handbooks to segregate

fixed investment and capital repair from other final demand. These data

are consistent with the model concepts except that previous versions of

SOWIOD only distinguish between investment construction and machinery

components for agricultural investment. As described in section 5 below,

the definition of the total construction and machinery components of

fixed investment is therefore determined by the historical share of the

data series from the handbooks, in total fixed investment for construction,

and in non-agricultural investment for machinery plus the model series

for investment in agricultural machinery. The capital repair estimates

are those prepared by OER.

5. Final Demand Definitions

Employing the methodology described in sections above, the following

definitions were used to obtain from model variables appropriate estimated

column totals for the fihal demand flows matrix for other than the base

year (the relations contain adjustments which provide for exact corres-

pondence in the base year).
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a. Turnover Taxes

Total, 1970 Rubles TT70 W TT/PCD7O*100

HAdjusted to 10 entry, base year TT70IO M 1.007*TT70

Final Demand Components

KTotal Final Demand TT70IOF - 0.711*TTOIO
Consmptin T70I0C - 0.9008*TT7OIOF

Imports TT70IOM - .0159*TT7OIOF

Public Consumption TT701OG - O.0833*TT7OIOF

where PCD70 - Implicit Consumption Price Deflator

TT Turnover Tax, billions of current rubles

b. Private Consumption

K Expenditures in Purchasers' Prices

Food P.CFPU W 1.01433*P.CRF7O

Other Nondurables P.CNPU W0.91868*P.CRND7O

Durables P.CDPU WO.95651*P.CRD7O

Services, Net of Wage Comp. P.CRS70G -P.CRS7O-NMG*1282.83*1.0E-06

Services P.CSPU W O.14305*P.CRS700

Total P.CPU a P.CFPUJ+P.CNPU+P.CDPU+P.CSPU

K Turnover Taxes

Food P.TT70CF - TT7010*CP.CFPU/P..CPU

Other Nondurables P.TT70CN - TT7010C*P.CNPU/P.CPU

Durables P.TT7OCD - TT7010C*P.CDPU/P.C?U

Services P.TT70CS - TT7010C*P.CSPU/P.CPU
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Expenditures in Producers' Prices

Food P. CFPR CFPU-P.TT7OCF

Other Nondurables P.CNPR CNPU-P.TT70CN

Durables P.CDPR CDPU-P.TT70CD

Services P.CSPR CSPU-P.TT70CS

Total CIO CFPR+CNPR+CDPR+CSPR

where NIAG - Employment, Goverrment and Services (thousands)

CRF70 - Food Consumption, billions of 1970 rubles, etc.

c. Public Consumption

Expenditures in Producers' Prices

Public Housing and Services P.GPHS P.CRS70*0.105* 1316 (1518)

-0. 104*TT70IOG

Non-productive Transport and 1438 1648
Communication P.GNTC P.CRS70*0.161" 8 ()

-0. 133*TT70IOG

Health, Education, and Culture P.GHEC - P.CRS70*0.577* 6176 7405

-0. 507*TT7OIOG

Science, Banking and Administra-
tion Outlays P.GSBA - (17*P.BAO/1000+99.27*P.BRD/

1000)

3430 )4027) - 0.276*TT70IOG
(9619)(i27

Total P.GIO - P.GPIS+P.GNTC+P.CGIEC+P.GSBA

where CRS70 - Services Consumption, billions of 1970 rubles
BAO - Index (1970=100), Expenditures, Administration

and Other
BRD - Index (1970i100), Expenditures, Research and

Development
-4
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d. Exports

Measured in Current U.S. Dollars

Raw Materials P.ERM W (ERMCM+EFUELDW+EOMDW+EOSC
+ETCH+ECUBA+EUSW9 ) /1000

Machinery P.EMM = (EMACM+EMADW+EARKLDC9)/1000

Food P.EFM = (EGRCM+ECOCM+EGRDW+EFODW
+0.7*EODW) /1000

Consumer Goods P.ECM (ETLDC+0.3*EODW)/1000

Measured in 1970 Producers' Prices

1
Raw Materials P.ENPR - P.ERM/(PREX9*PTX9/97)* 7000

Machinery P.EMPR = P.EMM/(PREX9*PTX9/97)* 1856

(1351.0~

Food P.EFPR - P.EFM/(PREX9*PTX9/97)* 742
(815.6 )

Consumer Goods P.ECPR = P.ECM/(PREX9*PTX9/97)* 758

93 .4
where PREX9 = Ruble/dollar Exchange Rate

PTX9 = Index (1970=100), prices received for Soviet exports;

in millions of current dollars:

ERMCM - Exports of Raw Materials and Fuel to the CMEA
EFUELDW - Exports of Fuel to the Developed West
EOMDW - Exports to Non-Fuel Raw Materials to the Developed West
EOSC - Exports to Other Socialist Countries
ETCH - Exports to China
ECUBA - Exports to Cuba
EUSW9 - Unspecified Exports to the World
EMA0 - Machinery Exports to the CHEA
EMADW - Machinery Exports to the Developed West
EARMLDC9 - Arms Exports to LDC
EGRCM - Grain Exports to the CMEA
ECOCM - Non-Grain Food Exports to the (MEA
EODW - Other Exports to the Developed West
ETLDC - Total Exports to the LDC

This last factor combines conversion from 1977 foeign trade rules to

1970 producers' prices and a small correction to reconcile with the base
year column total.
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I i

e. Imports

Measured in Current U.S. Dollars

Raw Materials P.MRM - (MRMCM+MRMDW+MTLDC+0.33*MOSC)/

1000

Machinery P.AMM - (MMACM+MMAIM+0.4*MOSC)/1000

Non-Grain Food P.MFM = (MFOCM4MCUBA+O. 3*MTCH-WUSDW9

+ MUSCM9)/1000

Consumer Goods P.MC 4 = (MCOCM+MCODW+0.27*MOSC+0.7*
MTCH)/1 000

Measured in 1966 Purchasers' Prices

Raw Materials P.MRPU = P.MRM/(PREX9*PTM9/94)*2672/2043

Machinery P.NMPU = P.MMM/(PREX9*PTM9/94)*1683.7/2731.5

Non-Grain Food P.MFPU = P.MFM/(PREX9*PTM9/94)*1790.8/1124.9

Consumer Goods P.MCPU - P.MCM/(PREX9*PTM9/94)*4998.7/1209.3

Total P.MPU - P.MRPU+P.MMPU+1 .33*P.MTPU+P.MCPU

Measured in 1970 Producers' Prices

Raw Materials1 P.MRPR f (P.MRPU-P.MRPU/P.MPU*TT70IOM/

0.9456)
• 259'
(2558)

Machinery P.MMPR (P.MMPU-P.MMPU/P.MPU*TT70IOM/

0.9456

*.1793

Non-Grain Food P.MFPR - (P.MFPU-P.MFPU/P.MPU*TT70IOM/

0.9456)

* 1741(T1.5)

The last factor in this, and the succeeding thT.- equations, accounts
both for inflation from 1966 producers' prices to 1970 producers' prices
and a base year proportionality adjustment.
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I

Consumer Goods P.MCPR (P.MCPU-P.MCPU/P.MPU*TT70IOM/

0.9456)

* 4808

Grain P.MGPR - (P.MGRDW/PWUS*.001)*103*

798)

where MRMCM - Imports of Raw Materials from CMEA
MRMDW - Imports of Raw Materials from the Developed West
MTLDC - Imports from LDC's, Total
MOSC - Imports from Other Socialist Countries, Total
MFOC - Imports of Food from the CMEA
MCUBA - Imports from Cuba, Total
MTCH - Imports from China, Total
MUSDW9 - Unspecified Imports from the CMEA
MCOC4 - Imports of Consumers' Goods from the CQEA
MCODW - Imports of Consumers' Goods from the Developed

West all in millions of current dollars
PTM9 - Index (1970-100), Prices Paid for Soviet Imports
PWUS - U.S. Export Price of Wheat (dollars per metric

ton)
MGRDW - Imports of Grain from the Developed West (current

dollars)

f. Fixed Investment

Equipment P.IM = (P.IAM+(0.0679+0.0806*QLT50)*

P.INA)* 18500
~18278~

Construction P. IC (0.93461-0.19126*(QSH68-QSH73)+
0.54929*QSH73+(-0.10578+
0.07016*(QSH68-QSH73)-0.16468*
QSH73)*QLT50+0.01352*Q67 )*
P. ITOTAL

Capital Repair P.IRIO .18611*P.ICR/1000

where IAM - Agricultural Investment, Equipment
ITOTAL - Total Fixed Investment
INA - Non-Agricultural Fixed Investment
QLT50 - Long Time Trend
Q67 - Dummy Variable for 1967
QSH68,QSH73 - Dummy Shift Variables, 1968 and 1973
ICR -Index (1970-100), Capital Repair
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E. Other Final Demand Items: Inventory/Residual Equations

By utilizing relationships described in Section 6 over the sample

period, column totals (the Y ) were obtained for the final demand columns

of the B matrix for each year (adjusted proportionately to match the totals

of the base year benchmark table). Applying coefficients of the base-year

B matrix to the vector of column totals, sectoral entries were generated

for the columns. These were summed across each sector and deducted from

the sectoral final demands shown in Guill's series of 18-sector tables

(Guill, 1978) to produce a residual for each sector (termed INV i ) which

corresponds to the other final demand item entries in each year. Base year

residuals are shown in Table A-7.1.

For most of the sectors, this item represents inventory change and

statistical discrepancies. That for the MBMW sector other final demand

includes military procurement. For agriculture, the entry includes additions

to livestock herds which is determined in the agricultural block of the

model. This component is therefore deducted before the residual category

is modeled. The construction and MBMW residuals also are special cases and

will be treated below.

Other than the cases of agriculture, construction, and MBMW the residual

item is assumed to be a combination of inventory change and statistical

discrepancies, which might be treated as a function of expected and actual

shipments or production. Setting aside the discrepancies, relatively simple

models could be used to specify relationships to explain the residuals.

* ,For example, desired inventory stock (INVS*) at the end of a period could be

hypothesized to be a function of expected output in the next period. If

desired and actual stocks were equal at the beginning of a period, desired
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TABLE A-7.1

DISAGGREGATION OF OTHER FINAL DEMAND ITEMS: 1966
(Millions of 1970 rubles, producers' prices)

! Additions Unfinished
to Livestock Inventory Defense Construction
Hlerds Change Procurement & "Other Outlays"

Sector ADLVR NIIO DPIO AUC

01 Metallury -610

02 Coal and Peat 131

03 Oil -279

04 Gas 90

05 Electric Power 0

06 MBW1 0 6,638

07 Chemicals 909

08 Forest Products 224

09 Pulp and Paper 0

10 Construction 263
Naterials

ii Soft Goods 1,005

12 Processed 481
Food

13 Industry, -385
N.E. C.

2
14 Construction 0 7,254

15 Agriculture 1,568 6,136

1b Transport 998
and Communications

17 Distribution and 710
Trade

16 Other Branches 42

TOTAL 1,568 9,715 6,638 7,254

- - This entry is the entire final demand residual for MBMW. Some share of this

* residual should be allocated to inventory change when relating that column
total to the GNP category.

2 This is the entire residual for the construction sector. It represents change

in unfinished construction (both as reported in the Soviet handbook and the
portion carried on the books of construction organizations), losses and other
construction outlays (such as site preparation) and possibly a military con-
struction component of about 1 billion rubles.
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inventory change would be the difference between desired levels of inventory

at the beginning and end of the period, that is:

INVS* = oX*+l INVS* = (%X*

INV* - INVS* - INVS*l M (X* - X*).
-1 +1

Expected output (X*) could be hypothesized to be a function of last period's

actual output, for instance, X* = yX_I

substituting,

INV* = cxy(X - X 1 ).

There could also be unanticipated inventory change which reflects gaps

between expected and actual output during the period. For example, this

component could be hypothesized to be a function of the anticipation error

such that:

INV = -6(x - X*) = -6(X-YX1 ).

Therefore, total inventory change would be the 8umof desired and unanticipated

inventory change:

INV = INV* + INV

= y(X- x)- 6(X - YX1 )

= 6(y I)X+y(u - 6) (X - X_1 ).

This rationale, and that statistical discrepancies might be related to levels

and changes in outputs, formed a partial basis for specifications of equations

estimated to predict the other final demand entries for sectors 1-5, 7-11, 13,

and 16-18. Because there are tendencies over time to reduce inventories in

relation to output, that is, to achieve greater efficiencies in use of inven-

tories, time trend terms were included in the equations. Their coefficients,
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of course, also would reflect trends in sector statistical discrepancies.

Finally, 1967 dummy variables were needed for four sectors to adjust for

measurement problems in that year (cf. section A-3). Results are shown

in Table A-7.2.

For the processed foods sector (number 12), a slightly different

form was selected involving the expected rate of growth of sectoral output

and change in agricultural output:

[1IOPF -]6.900

INV12 = -10.49 + 0.1303*XIOPF + XIOPF 1.00
(-6.47) (5.46)

+ 0.0768 (XIOAG - XIOAG(-l)) - 3 .3 49 0*Q69

(1.25) (2.51)

where

Q69 = dummy variable equal to unity in 1969 and zero in all other years

-2 = 0.800

DW = 1.80

The residual for 1969 is removed from the sample period by use of a dummy

variable; unknown influences caused an unduly large negative unexplained

residual in that year.

In the case of agriculture, the net additions to livestock are

removed from the residual, which is explained by the change in gross value

of output and weather variables.

RESrD5 - 1.2514 + 0.2921*(XIOAG - XIOAG(-l)) - 8.5916*JPS9

(2.81) (4.15) (8.49)

+ 3.2407*JPW9 - 9.0452 *Q75
4 (2.76) (-5.37)

where

R2 = 0.920

DW - 2.80
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Table A-7.2

ESTIMATED EQUATIONS FOR "OTHER FINAL DEMAND" ITEMS (INV),

SECTORS 1-5, .7-11, 13, 16-18

INV, aI + a2 * XI0 i + a3 * (XIO - X10i(-I)) + a4 QT50 + a5 * Q67 + a6 * Q69

* -2
SECTOR a1  a 2  a 3  a 4  a 5  a 6  R DW

Metallurgy 01 0.4141 -0.4150 - 0.6434 -2.0628 - .972 2.59

(0.6i) (-2.30) (1.91) (-2.52)

* Coal and Peat 02 -0.6962 0.4518 -0.0763 -0.1943 0.3033 -0.1205 .992 2.05

(-1.27) (4.88) (-3.34) (-9.96) (-2.72) (1.30)

Oil 03 -0.7347 0.0415 0.4873 - -0.1254 .958 1.65

(-9.11) (3.72) (7.40) (-1.25)

Gas 04 0.2464 0.2706 - -0.0249 - .699 0.68

(3.22) (4.93) (-4.21)

Electric Power 05 1.1018 0.3961 -0.0261 -0.2521 - .984 2.74

(7.67) (15.19) (-1.22) (-12.35)

Chemicals 07 -0.8036 0.1244 - - - .983 1.79

(-8.50) (23.99)

Forest Products 08 2.9953 0.5530 - -0.5958 - .965 1.93
(9.05) (6.58) (-10.15)

Paper and Pulp 09 -0.0577 0.3563 -0.1639 -0.0317 - .986 2.13

(-1.08) (12.70) (-3.54) (-5.23)

-~ , Construction

Material 10 0.9913 0.0216 - -0.0588 - .973 2.14
(17.13) (1.66) (-4.79)

Soft Goods 11 3.9836 0.3943 -0.1761 -1.1517 0.8968 .679 2.67
(3.21) (4.89) (-1.28) (-4.40) (1.27)

Industry, NEC 13 2.5419 0.8139 - -0.4878 - .953 1.99

(9.14) (12.94) (-14.24)

Transport and
Communication 16 1.5343 0.2606 0.1234 -0.2151 - .823 1.78

(6.90) (4.08) (3.09) (-4.08)

Trade and
Distribution 17 0.2606 0.1272 0.3923 -0.1550 - .545 1.19

(0.56) (0.63) (2.70) (-0.73)

Other Branches 18 -2.0847 1.3678 -0.3172 -0.1777 - .990 1.65

(-3.18) (6.81) (-1.86) (-26.99)

Where INV, = other final demand items, sector i

XI0 = gross value of output, sector i

QT50 - time trend
Q67, Q69 = dummies for 1967, 1969

t-statistics appear in parentheses
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INVI5 = RESID15 + ADLVR

where JPS9 = Sum of deviations from monthly precipitation value

JPW9 = Winter precipitation index

Q75 = Dummy for 1975

ADLVR = Net additions to livestock herds

model to explain deviations from normal agricultural output. Here they

can be seen to represent the source of unintended inventory accumulation

(decumulation) in the agricultural sector. The 1975 dummy represents,

as it does in the agricultural block, a deviation from normal behavior

that is not explained by the weather. This is most likely associated

with organizational failures in the supply of materials and services

to the sector (transportation, spare parts, etc.).

The construction residual includes change in unfinished construction,

losses, and "other construction outlays" such as for ground preparation,

etc., as well as change in stock of work in progress and other items on

the books of construction organizations. The change in unfinished

construction as reflected in the series in the Soviet handbooks and the

"other" component are explained separately and removed from the residual.

The residual is then explained by the change in gross value of construction

output and a time trend with shifts provided for in the slope and inter-

cept due to apparent chartges in price regimes.

4change in unfinished construction

UNFINC = 3.5226 + 4.7863*(QSH68 - QSH73) - 1.2129 * (XIOCM

(3.56) (5.69) (-1.53)

-XIOCM (-1))- 1.1473*JPW9 +2.741PQS1i73 - 1.7600*QFYP

(-1.23) (2.48) (-2.26)

R2 .747 DW - 1.79

1-43



QSH68, QSH73 - Shift Dummies for 1968, 1973

QFYP - Dummy for effect of five year plan cycles on project
completion

This specification primarily reflects the changing relationships

between the volume of project starts and project completions. The

change in output of construction materials reflects both changes in

planned demand and actual availability of materials. The five-year

dummy variable represents campaigns to complete ongoing projects before

undertaking start-ups, usually associated with the end of one plan-

period and spilling over into the beginning of the next. The weather

variables reflect delays in the construction process due to adverse

climatic conditions in the winter of various years.

Other Construction Outlays

OTHERCON =2.1757 + O.1035*XIOCN + 0.1887*QFYP

(-14.25) (43.11) (2.48)

R2 = .993 DW = 1.19

Other construction outlays are explained by the level of construction

work and the plan cycle.

Construction Residual

RESID14 = -0.6874 + 19.8469*(QSH68 - QSH73) + (0.3757 + 1.0867

(-1.24) (3.38) (2.79) (2.22)

* *(QSH68 - QSH73))*(XIOCN - XIOCN (-1)) - 1.3477

(-4.77)

*QSH68*QT50 + 2.4096 * Q73

(2.03)

-22 - .931 DW- 2.43
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where

-; XIOCN - Gross Value of Output of Construction

Q73 - Dummy for 1973

Other dinal Demand Items, Construction

INV14 - UNFINC + OTHERCON + RES1D14

The residual for Sector 6, Machine-building and metalworking is

hypothesized to contain military procurement of durables. As data for this

component, a series developed by Professor Stanley Cohn for military

durables procurement from machiney production and sales data was used (see

Table A-7.3).

Military Durables is now an analyst determined target:

MIIIDPD = EXP (DELRAMD + ZETAMD + QT5O + LOG(ETAMD));

It is not adjusted by the balancing system; it is a firm target. The

remaining Sector 6 residual is determined in an equation similar to the

other sectoral INV equations with the addition of first and second-order

autoregressive terms.

Stanley H. Cohn, Estimation of Military Durables Procurement

Expenditures from Machinery Production and Sales Data, SRI Informal Note
SSC-IN-78-13, September, 1978, p. 16 (column (2) O.E.R. series). These
are in current rubles. Treml's MBMW price index was used to convert
them to 1970 rubles.
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Table A-7.3
Disaggregation of MBMW

Other Final Demand Items
(Billions of 1970 Rubles)

Midpoint, COHN
Other Final Procurement Series

Demand Items 1970 Prices Residual
MBP INVO6 MDMIDPD RESID06

1961 2.365 5.0 -2.64

1962 4.524 6.1 -1.58

1963 6.753 5.5 1.25

1964 6.623 6.3 .32

1965 5.815 6.5 -.68

1966 6.634 6.1 .53

1967 8.948 7.1 1.85

1968 14.136 9.0 5.14

1969 14.975 8.8 6.18

1970 12.607 10.0 2.61

1971 12.030 12.3 -.27

1972 12.468 13.1 -.63

1973 18.042 17.3 .74

1974 20.211 17.2 3.01

1975 20.725 19.8 .925

1-46



~I

tI

RESID06 - -1.8209 + 0.2681 *(XIOMB - XIOMB(-1)) + 1.0356
(-2.49) (3.32) (6.45)

• RESID06(-l) - 0.4784 * RESID06 (-2) + 3.1648 * Q68
(-3.17) (3.10)

-2 = .883 DW = 2.65

And thus:

INVO6 = MDMIDPD + RESID06
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F. Reconciliation of Model NMP and Input-Output Concepts

The model predicts a net material product (NMP) concept from the

sector-of-origin side which excludes nonproductive services that do not

enter into the Soviet national income account. This concept (model

variable GNMP) can be reconciled with the input-output based concepts

defined for the final demand matrix column totals. Such reconciliation

not only helps to provide better understanding of the consistency of

sector-of-origin and expenditure accounts, but also allows for the possi-

bility of predicting net material and gross national product (GNP) from

the demand-expenditure rather than the supply-production side.

For this purpose the model's detailed end-use categories adjusted

for turnover taxes (those related to columns of the final demand matrix--

see section 5) were summed for each year. (Proportionality adjustments

should not be and were not applied). The sum is final expenditures

(NMP-based) except for inventory change, defense procurement, and statis-

tical discrepancy items. That is:

NMPEXC = CGIO* + GSBA* + IM + IC + IRIO + ERPR* + EMPR* +

EFPR* + ECPR* - MIO*

where

CGIO* = public and private consumption, unadjusted

CIO + GPHS + GNTC + GHEC

GSBA* = state consumption, unadjusted expenditures on science,

banking, and administration

IM = fixed investment, equipment

IC - fixed investment, construction

IRIO = capital repair
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ERPR*, EMPR*, EFPR*, ECPR* = exports, unadjusted

MIO* - imports, unadjusted

To relate this sum to the NMP measure in the model, the latter must be

adjusted so that they correspond conceptually. NMP in the model contains

turnover taxes and is net of depreciation while the above expenditure

variables and those in the final demand matrix are gross of productive

depreciation and measured in producers' prices. Thus, the residual of

the model's transformed NMP and the above expenditures can be written as:

NMPRES - GNMP - 0.718 * TT + AMOR - NMPEXC

where

TT = turnover taxes (the 0.718 coefficient reflects the pro-

portion of these taxes passed through to final demand)

AMOR = productive depreciation (amortization deductions)

Similarly, there is an unexplained residual of total final demand in the

B flow matrixes over time:

sum of final expenditure items (except "other"):

FEXC = CIO + GIO + IM + IC + IRIO + ERPR + EMPR + EFPR

+ ECPR - MIO

total final demand:

G = Ei Final Demandi

final demand residual:

FRES = G - FEXC

See Table A-8.1 for these data.

These two sets of residuals are then related in a stochastic equa-

tion which allows for a shift in price regimes in 1969 and contains a dummy
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variable for 1973. Note that the additions to livestock component is

removed from both residuals.

NMPRES - ADLVR = 4.0824 + 0.2604 * (FRES - ADLVR) - 3.7805

(1.64) (2.44) (-4.76)

* QSH69 + 2.4622 * Q73

(1.35)

R2 = .702 DW = 1.08

where

QSH69 = Shift variable for 1969 on

Q73 = Dummy variable for 1973

This relationship could be used with other equations of the model

expenditure-final demand linkage to permit NMP expenditure determination.

That is, with hats denoting model solution predicted values,

NM = NMPEXC + NMPRES

where

NMPRES is predicted by the stochastic equation with FRES

Fi INV i (i=1,18 sectors).

I-s
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APPENDIX II

SERREC3 SYMBOL DECLARATIONS
AND EQUATION LIST

EQS Function

1-91 Definitions, Miscellaneous

92-139 Labor Allocation

140-157 Agriculture Block

158-161 Output Indices

162-188 Investment Block (branches & sectors)

189-214 Capital Stock EQS

215-278,422-423 Wage, Price, Goverrment Revenue

279-329 Foreign Trade Block

330-333,424 Consumption Block

334-337 Aggregate Identities

338-402,425-429 Energy Block

403-415 Production Block

416-421 Investment Block (aggregates)

430-445 Linking Equations

446-497 Final Demand Definitions

498-528 Other Final Demand Components

529-546 Uses of Sectoral Outputs

547-564 Sources of Outputs for Final Expenditures

565-577 Balances

578-614 Adjustment Equations

615-650 Translation of Adjusted Final
Demands into Model Categories
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PXCOt4 P? 1E9 C'tic:rT rCYP C'LIM OLT2E: CLT50 QPL5 OPP67 i'9LT28
7, T5 J!iH . 7H 67 H:N. C7:H ,H C':H E.9 C, :'H 71 Q 11,H 7 1 SH 0S"H 7 2 0 SH 7

C)T50 0'EF :9' '':06C'E1 Q616E2 06164 06165 @62 G.6 - G465
E. 646 045 066 066 0666E8 066.72 0!67 Q675-,H 06768: 06770 068

968; -I'670 069 06E9O11 070 CA7173 073. 97374 074 C975 07576 PHD!
PH 0 1 u F'HED1 ;;,H-912FjJ: PHO14 PHR i HO1RI6 rF:HD17 PHIJ8 P'HO19

~HJ~PHO0 PHi21~HOE PH23 HO24 PH025 PHO26. fH1 PH028
PHO2?9 PH03 PH04 PHO5 PHD6 PHD7 PH08 PH09 PHFLE9 PXT'3qi PXTOIP
:1 -DnMAF :5 4iltRqE:.Pr T.:t!j 1 TAI ( TAU 11 TAqU 2 TAFW12: TAFl 14 TAUI 5
TROII, TRII7 TRUIS TALII9 TALIS TALI20 TALI21 TRU22 TRU23 TAILIF24
TrAU25 TA' LEE. TRs?7T.E7 TALI29 TAL13. TALI4 TALIS TAFW6 TALE? TARlS

T~L'~ ~ EIUE.59 Tv- UF:9iNPK LUHFPMFQ LlLPPF7:Kle9 I.IAO
1.1 *'JC-9,i;.~;::i .h3Q;fjc:r4 iA.Y,VOP kfGVO!F: IGVOM0'E ki';Yr4C: ImIIVJOE: W.JVOF

*.I'3./D5F ,P...O 1,1l,;dr-TC Wi LIIC9 X<ELPCTL9 XG.,DLDT9 X'3P'5CM9 X<GP(-I.9 X2: 1i39
X-TPI EC.9 YC:ME~q ZETPIRC: ZETAIRM ZETAI~iA ZETAME' ZPCP9 2WIP79 201
204. Z07 208S Z0O Z10 211 Z12 Z-14 Z15 Z20 Z-22 Z23 Z-4



-~ MODEL: CLItEr4T

1: ~ 1 1 5ri: = 91i3.9215+A03-:I3 +90413.AO15i;396i3.973+A0813+

I ~ ~~ c MiIPUTlM == (Iii 8+91021 84-O3Ri 4-rI1i'+HU:.1 t+nuE~i +e-,lj{1t+H U8 1 +
1:9 1 + 10i81Ri1S+:021+Ri301.A1418.P1501:.96181+i7O 1801i)*

4: MItIPUTME = (901Oi+9O2Oi7+ Oi. R01401.00i96i.OH+ Si

7 + A '+10 06+A9I10 .06+ 120 7+9R13076+9P14 067.9R15 067+R 16 067.R1 706+9AI S6(I

.:1CH

-3: MI?$Q~lITPR '101 09+F 029- 3094*A 04 09 +A 05 0 9+A 06 09+Fl07 09 +R029+

909T09 j41 i 001+141109+Fi12109+9i11 0+R 14109+Af15109+A1610+R 17109+R IFP. 1(1

1 9: M-l1 4FLITC G=C0 +01093 +010-OI0R6 +010REi0

*12: MIr'PLITCH = (90O114+A0t214+A02414+90414+90514+A0614+90714+90t814+
9091 4+91 014+9112 4+9121 4+91 31 44-9414+RI1514+R1614+A1714+91814)0
X: I OC:N,
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13: M114PLITTC =(AiOlI16+A021 6+AA3 i 6+A041i6+A051 6.AOE.16+AO71E.+AOE16+

XI OTC

14: DK ITOT == (10K I CH*K I CH+MK. I C:M+K<I CM+IIK I CPI*K I C:P+til I EP*K I EP.IiK I FM*
SI FM+fiK 'FF**.I FP+DiK I MB*Il JMB+rI'I -"PF.F I PF+ri<'I PP.K IPP.11K 'I 5.K I 5G)/

.1K KITOT

V!.: PKNDI ==IF DiF.ITOT GT 0 THEN I-DBRAP,FITOT ELSE 0

1E,: PF~I =IF IiKAIP GT 0 THEN I-E;EAP.E'KRIR: ELSE 0

17I*:N I PP IF DK I P GT 0 THEN I -DBRP.IF P ELSE 0

is: Pi--r!IS,,G ==IF DKISG GT 0 THEN 1-tiBARP*DKISG ELSE 0

19: PKNIPP ==IF DKIPP GT ri THEN 1-DI:AF.DKIPP ELSE 0

20:1 FKNICM ==IF D[VIC'M GT 0 THEN 1-DBRR.DKIC:M ELSE 0

21: P* NIFP ==IF t'IPGT 0 THEN l-iEAP.EKIPP ELSE 0

22: PKNIrIE= IF DKIMP GT C' THEN 1-DE~P.IKIMP ELSE i:

27::RKNICH ==IF iKIC:H GT 0 THEN 1-DBP*PDKICH ELSE 0

24: PF NIPM ==IF E'KIFM '3T ci THEN i-DBRR~A~. IFM ELSE A

25: RVNICF = IF DKIC:F GT 0 THEN 1-DIPAF'.tKICF ELSE Ci

2E.: RKNIEP ==IF DKIEP GT 0 THEN 1-DBRP.DKI EP ELSE 0

27: PKN:EP ==IF rifSEP GT 0 THEN 1-DBRR*DKSEP ELSE 0

28: PI.NDH == IF DKHPF GT 0 THEN 1-DBAP.*H.F ELSE 0

29,PKNCOM ==IF tDf.OM GT 0 THEN I-DPAP.DCOM ELSE 0

730: PKNE'T ==IF riKTR GT 0 THEN 1-E'BAP.DKTP ELS;"E 0

31: PKMDC -= IF DKCP GT 0 THEN 1-DBRP.DKCF ELSE 0

212:NTNEC -= P.NiMC:.P.NMTC.P.NMS+P.NM64.P.NMIEP.P.NMICP+P.NMIPP.
P. NMIME+P. NrICH.P. NMIMD+P. NMIPP..NMICM+F. NMISG+P. NMIPF+P. NMF

-1 ~+P. NMO.P. NMIPA+P. NMINC,1 000. *P. NAT
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33: RKM11PF ==IF RKMIPFC-1) ST 0 THEM PKMIPF(.-1) ELSE I

34: RikN2IPF ==IF SUPIl= -2 TO -1 : P[MIPFID) GT 0 THEN (1-DBRP
(-C .'f. IF -2). 1-IBA (1) E'IPF(-))ELSE 1

39: Plt'N3IPF ==IF SLMI.= -3 TO -1 : PKMIPF(I)) ST 0 THEN ci-iAP

ELSE 1

36: FrKMII = IF PKNISS7 (-1) ST 0 THEM RKIS,(-l) EV.7.E 1

*37: PVMNI1CM ==IF Ft$MICM(-1) ST 0 THEM RlKM.ICM c-i) EVE 1

38: RKN2ICM =2IF SUM(1 -2 TO -1 a KMICM'.D> ST 0 THEM (1-IBAF

ELSEE 1

40: PK.,i4ICM1= IF 2111(1 -3 TO -1 a KNXCM(l)) ST 0 THEN 1ria

40 P ti"41CM (-IF. -27t P -3) TOK -1 (-3CM> )T . 1-F: -2 TEKM -2) )
* ~ ~ ~ ~ ~ ~ ~ ~ ~ C (1(-2)() t' r'(1: )ES

41: F~l N FF'= IF PKtMIFr (-j) 15T 0 THEM PKMIFP (-1) ELSE I

42: F*KN-2IFP ==IF SLIM l(I = -2 TO -1 a RKMIFP"ID) ST 0 THEM Q-DEAF
(-2) .1'r FF (-2))* (1-DEAF: (-1) .tK 1FF-i)) ELSE 1

43: PKMI 1MB ==IF PkMNIM(-1) ST 0 THEN F:KMIMF:.-1) ELSE 1

44: PKN21IMB =2IF SLIM (7 = -2 TO -1 : PKMIMB(I)) ST 0 THEM cl-DARP
(-2) 1K I MI: (-2) ) . '.-wEP (-1) 41W! ME i-i') ELSE 1

45: PKtM2ICH 2=IF 5:..LIM(I =-2 TO -1 a RKNICH(I)) ST 0 THEN (1-DARP
(-2 .9K CH(-) * 1 DER (1)*1K ICH(-))ELSE 1

46: RKM3ICH =2IF SUM (I =-3 TO -1 : P.KMICH (I) ST 0 THEN (0-DEAR
(-3', *1! ICH (-3:' ) * (I -DEArq (-2) .1WK!C-H (-) I-PP(D*t-H(D
E LSE 1

47: RKMIIFM =2IF RKMIFMC'-1) ST 0 THEN RKMIFM(-1) ELSE 1

*4S: P-KM2IFM 2=IF SUIM(I =-2 TO -1 a RKMIFM(I)) ST 0 THEM (1-DEAR
(-2) .DKIFM (-2) ).(-'BAiP -1)4DK1PM (-1)) ELSE 1



ELE

524: PFMIFM IF SUJM'! -:3 TO -1 : KNIFM(!)) ST 0 THEM (1-DErI

4 EVSE I

50: PKMIIC:P= IF PKNICP(-l)- ST 0 THEM PMICPP('-1) ELSE 1

54: RKNf21PP= IF SUMCI = -2 TO -1 : RWNICP(D ST 0 THEN (1-DRP
e-2) .DK ICR(-2n(-DAP C-1).DIKICR'-!)) ELSE 1

55: PfM3!CR'IP == IF S'JM(I a 3TO -1 : PKM'*IP(I)) ST 0 THEM (1DFIaF
(-)* (-3 -3)) (1-,:p o-DPAR (-2 #D1* CR (-2) ) . Q-DEAR (-1).1kIC(-)
ELSE 1

53: RKM1IP= IF RKMIPP(:-1 ST 0 THEM RKNIEPP-1) ELSE 1

454: PKM.*2!P= IF SULM(I = -2 TO -1 : EtM!P(I)) ST 0 THEM (1-DEAR
(-2) *DY IRP (-S ) * (1RP (-1) 1 P(- 1) ) ELSE I

55:PKNSIREP IF SLIM(I = 3TO -1 :PKMIRRW') ST 0 THEM (1-DEAF:

'-3)'D I1W EP (-4) (1 -DEPAF -a:' *! P (-2) )Q': -DEAF (-1) . EIP (-1))
ELSEE 1

60: PK51ER == IF SMI=- O- RKMIER'.-1 ST 0 THEM RKMER(D ESE

#PK KM I E (-5 IF #u ( =DR - ) To-1DK I E R (1) STP 0-3 THE (-EAF
o(-) .iE(-2) Ii . (-EA',-) 11k E(-1DI)) ELSE I

R2 KM3RIR= IF SUM(I -3 TO -1 : KMIRI)) ST 0 THEN (I-DEAR

ELLSE 1

53: PKN4IER IF T SUM'! -4 TO -1 R[MIER() T 0 THEN (I-DEAR(-

*1DA-1* IEC1)ELSE 1

111



64: PKN4SEP ==IF SLIM(I =-4 TO -1 Pk'N.:EP'12' GT 0 THEN (1-EiFRF

F~~ . ( I-rBAF' &-1)*.t'&EP (-1> ) ELS:E 1

E65: PKM5S7EF == IF SUM'1(I = -5 TO -1 : G i:E I.: T 0 THEN (1 -rDEA

*1-0 F~ -: *.-. SE (-2) ('.1 -rlPRP: - 1) (trSE -1.)) ELSE 1

66: r-4.1DH ==IF GKIH..1 T 0 THEN R.KNDH'-.. ELSE 1

* 67': PKN2DrH =I F .&iRUM(I =-2 TO -1 : PKME'HQ')*1: GT 0 THEN (1 -DiBAF'

-8PKMICOM I F RKNCMc:N - ) 'T 0 THEN pte'C~r:Om (-1) ELC3E I

69: PKN2COM ==IF Z7LIM (I =-2 TO -1 : RKMCOM(DI) GT 0 THEN (1 -LiAP

ELELSE I

71: PKNI1tT ==IF PPI<ME'T -1.' GT 0: THEN PKNrIT (-1:' ELC:--E I

72: FP'2DT ==IF S:IJ1 = -2 TO -1 R KNDT (I) 'GT 0 THEM4 (1-DBPP
-2)~ F''~2~ :.~:1-IBF -1'.L~.F:-1 )ELSE 1

73: RKNIDCt:= IF GitlC*1. T 0I THEN RKNDC(-I) ELSE 1

* 74: P[MI == IF Frrll'I -1) GT C THEN PK:MlI(-1. ELSE 1

75: P r4'I = IF CLIII * = -2 TO -1 : P liDI (1). CT 0i THEN 0(1 IF:
-2') *D[ I TOT (-2*i)f (' 1-IFA(- :' .. I: ITOT (-I)) ELSE 1

7 -5 PKN3DI -- IF r3UM (I =-3 TO -1 : PvKriI (I) GT 0: THEN (1-DPE:AP (
- *l.' I1 TOT .:- 3 0 #' (1 -I-FA-2) .l'I TOT (-2) ) * (I -riF(- 1) .11K I TOT (-I

E) LSE 1

77: Pfl94PI - IF .:LIM .1 -4 TO -1 : F*MtiI (I) GT 0 THEN (1I-DEAP (
-4.- #DY I TOT (-4 ) 0I -DPAR (-3) *DiK1I TOT (-2.)) (1 -IiBAF' (-2' .~ Irw TOT (-2

(1-iFA''(-) .~iOT -I')ELS:E I

.478: NTOTRL NF'AFT9.riPOPRTE9*10oi0.
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S-

HFILE M2*(FEDEEC+FEIEED+FEREEG)

El.: EFLIELEE==M2 (EFEE D*EPEE O+EFEE tJ .EFEOI+EFEE #.EPEEGR ::..EP

3:EFUIELPII ==(EFI 3ilI EPI.dD I 0+EFI.,jCO.EPP IdCD+EFPId4R.FiEPPI,IRA ' .PP.E. 9

A~ ~ D 7.PG == ZPG"P I I( (- (ZPGO-)PI(2)1

S4: 6Ir9= Ir3PUHeI PI5 -1 /PIM? 1 (-)-1))-

D.P.ETD$P:== IS9XM+ISP(1 NM :

D. IFTP9 = FP/IClswIT9-)PT-)-1

3Fir PI = IPoP9:-r4PoPP

'74:J DFFPP = INAT+2. 7

944: fr~irf~ = 7911+NMC..rW1r-TC:+AM"7.MNI3C+NMF..qjMQ

rv15 NI= tIM 11EP+rviMCP,+rin I PP+INri ME.NM ICM+M-M IC6-+tiM I F.+NrI IFP04M I F+
titl I Gi+rit1 IF F+tIM I NIC

?6 P IMS1 =rPAK690aSL'rr

97:P. NPD= PFiK9*P NAT'

P.rI = F'MFA4F.NT

1l 00: NciA~ = SiKDL9*NAT



1 01:N#aPRV =NRT-MACDY-NA' DL

I CIE,: N R 31 = NR:OV+NRV:OL

* 0:LOG (P. NAT) = 1' (btIGVOAG,*.*.-C3A) 'LOG '0. 5.(XIDAG.P. XI DAG)) - -

C: I AG. (IkdGYJAFG#' AG * -LOG (NHPIl ND:. -C4AGw '(kIGYOA.C 3AG:' +LOG (A- P.:'
3 SAG. ':IGOG.SG) 'JP3'9-C:6A'3' (IdGYOAI3*C3AG.) * JTI9-C7AI3/ (bIGYOAG*

10:4: P.1-NM I CF = rPit CP9.' I CR

I CIT: P. NrIF'P = PNVKPP9*KIPF'

* I (if:: LOG ('.HM1E) = 1I' (kIi3YOME.C:3ME) 'LOG (XIOME) - (l-bIlGVOME-PGVO!IE)/
'.1 M.IVIPLfli3(1 . 5'KIFM' -PGYOME/WGYOME.LDG (MINPUTME) -C:iME,' (kI-IGYeOMlE

I*C 3ME: L.-:.(-LOG F.: ND

GYOME7V~l:.L 0'3 K'I ME:) -PGY OMB'bIGVDME:LOC 'MI NF'LTMI:s -C-: 1MB ("IGdI3r1E.*
z:1.'-LOG '.NHP IMPrl)

bIGYOC'LO'3(K: 1C:H -OCHIIGYCH.LOG <MI NICH)- -C: IGVCH ''diYC.H

I 1 03I: F'.NM I P PNK*-*EP9.K I *EP

11:': LO (,f'. NM IPFF) = I/ '~iaGYFP.CFFP) *LO0G (XI OFF) - (1 -bIGYOFP-FGVOFF':' ,

hJBYVOPFPLOGl a:I"FP- -VOFGDFP,.I:-VF.LOGC(MI NPUITFF) -C 1 P. (I-I plF+

C: 3:FF) -L OG (NHF INrD)

III: LOG (P* NMIFA) = 1' (WJGYOFA.CSFA) 'LOG 'XIOFA)-(1IYO-FOA:
WIrGYOPA.L 013 (KXI FP) -RGYOR/.IGWOFA#LOG (M I NRUTRA)- -C: I PA.. (tkIGYOPFA
C3RA", -LOG (NHR I ND)

112': LOG' '.'4MTCM) = 1/ (bIGYOCr'1C3CM) *LOG (XIOCM) - (1-dlGVOCM-PGYODCM)

SCri' -LOG (NI'IM)

I13 LOG 'P. NM I PR = 1/ ( C3F.1.idGYOPF) 'LOG '0. 5' :xx R+ OPF~r,>-1r*))-
PGYOF:FAIGYCOPFFLDG -(MINFU-TPFF'- r -IIGOP-FGYOPFF'.IGVOF-'F4LOG ~'IF1F

-. C PP'iCPr0bIGVOPF) -LOG aIMHP IMP

411 4: '.rNM 13 NK9KI 31

115: P.tlrIIC =PNKNC9'P.NMICM

YGV'C N-PGYOCN) /603YOCMN#LO0G ( k C F') -RGYO C NI..GYOCN LDG (M I NPLT Ct -)

Cl Cr4' <'JGYOCN'CSCt4) -LOG (NHIMP D)
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15%.

11:LB~NMC ~nhyTI3r ' :TC)i -1eIi'T-PGC '

I,1i3Y071ZC:LOG (KTP) -PGYOT0:/'kIVOTC+LO3l @11 NPL'TTC' -C 1 TO*'(s.GOC. T
-LOG '.[tHRI t'r)

11 : rl1C: P. NrlC.NITOTAL/NTNEO:

1 5): Ti-r7 P . NAMTC:*rNTO1TRL/rANTFF

121- = ,.NMlr7'*NTOTAL'NTNEC

Pi13 P. NMG.NiTOTAL/'NTNEC:

NNITEP - P .4'IEP*tNTOTA.-L/N*TtNEC:

124: mu; s_-P = P. NM ICP.NATOTAL -,NTAEO

125: N rl1IF,'F = P. AM I PP.NTOTAL/NrriTEC

I IMV I ME = F.NM IME*NTDTAL/N'rIEC

1- 77:.~1 !: OH = F. WNI I C:H*rTOTFL'rINTNEC:

I ':? !t-i I MF! = P. NM I tIE.+NTOTAL/JiN9rIE,

1234: IN rlI PF = I. N F.NTOTA L/NTr4EC:

W-cr vIFPP = P. NMlI FP*HTOITAL'-NTNEC

1 ::r-it I rriM = P.* NMI I Ctl.NATOTA1L -NTrAEC

1 37 ~ 4i KG =P. NMl I C:G.NTOTRLt4*TNEC

13:r-4 rlF = F*NMPrATOTiL/rINEC,

14:NM1E = P. NMIO*r4TDTRiL./-NTtNEC

1. r-41 I R = F. NtIIPA.NTOTFIL/NTHNEC

I tr1 I ril- = P* NM1I NC. TOTA1L/-NTr4EC:

4 1q = P. NAT~r-iToTaiL./tTN-Er-rEL4M1~l:

1 r~4I ET-Ai. NiET-NI ET(-1'=C? I N9N I?(1 M D -)
+C:8*96340N.CQ? '2. * Q1 NI ET I-P-N IJET (-2)Y' NIE I NI' tI.:- +1-sE I ND? (-2

I *~. NTOPA-A. NT$'P-NT7£FA *-1+) =C 1 '(EFci NTA -K ;

C 102* '.2.. 0'NT :PA (- 1, -NT& PA (-2~) / (ETFA? '-I~ ) +NETFAQ '-2) ' +C.103

14:: LOG KXRGTN-A. XAGTN'v -C6,66*LOG (NAT) -C.E6?LOG (AFL') -C66?.LOG&
= 0668.+C669LOG (K:A! F:) .C6?0.OLOG ('AZG7P?.'
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141: L''A37-.ATO-O'AT 83.86JS.83 ~.~

14: LO0G RFs r-A. XACtr4:'-66LGMT 05.O A.69 r.85E.+flE57*
L03'" Fq I F- +C 587#LOG 'PY P7(r'

[ 144: LOB' . :r-T7.R ::.::Ari = LC G:;"I03.LIMAL)C9.FEI7/L:

14: LOB *XFI7-..NAM: LOG (Nf4 = C84+85 f XGfT'-BITM-1.

LOG...:rENro~,.r1Es~.~Ls.>::r~ = 9+C660.LO (V'RIOFxYC~

14:LO -LOGr-A >.P(i'X -1'.L' T1T Ir: I-4 *VA[ -#*, C

150:LO El,'- ,P[ H GPk* CE.42+C6_-41+L OG ' XGFTH'1 +C 64 34 LOG, ' N-GF

151 : uG'R-N =93C5::. LOG (XGFT +C.5:: I:'.94.LOG; RNG

192:~~C 1 I 00 A 7-A. P7 'I%'CP70.:-'XACtI=N ::+r~, ~.ow1 A

154: A'.'rl=IF DKI Pr '-1) 'GT 0 THEMN.9 AYT -i AaY .

EL3:EALrii- trLP.-

195: NrLP-R. N-FL/-P'- 'AFLYF'P70(+0(. 09 = 1.1(05+C: 1006* (OTE+1 01 0'(I *I-,. H7
+C I 0:7. FEErI70<-LYr +C:I nfl:.+ .2CPP7(v0,:ACn- I .)+C: J00.(I 6

C I16.M:,OPF)' IC 817

OP-.OP=(0.60934:.:TOIP/5'3P. ("i9. 19:rxGr. 97945. ~
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161:LOG ..:~v-. X;2~V 8 =L: +C:.86E7' (C8.LOG -t4MG.* +C:8FE,.LDr d' HFF+
V, )+CI 1044*''.L IM

I6? I IN-R. IIN = 1PI I9.INA

--4 6ICLI-F .'Lll: IPITC:9.INt,

164 ITPLIE:-F. TrLI FI:.U

I1A5: I HC~ I H IRIH9*INA

1y6: ICEF-R. I .EP = lPIC:%9.INA

167': P.1 = P. I Ar'+F. I PC

1IEP-A.IIEP = IFEP9.IIIN

11 IC:,-;i. I I cF = IpcF9.I IN

17 0: IIFF-,i.IIpF = 1 PPP9* 11 N

i'1: IIWM-'i.IIFM = IFFrI9*1IrN

1 72: 11IO F-;I. I I NF = I rNF9I I t

1-I?: I I CH--. I I CH = I PC H:4*I I r

17'4: 11 INE-f'. I I MP = I PME9* I I N

175: IlFP-P. I1IFF- = I FF' F911 N

I '. I!- IM- P. I C M = I PC M:*I I i

178:: IIPF-P.IlPF =IPF9*IINr

1 0': D.Y =15'1.Orr.:

183: 170T-A. 170T E7.66I7T1)C771.XL C:':.D.-

184: Ic.:7riT = I&70T(:-1)+I70T
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J

I E:'5: 1I ?NTFI-t. 1 70NTA Cs6E4+CE.,-*5. I -7OriTA (-1) +C68.*6. .XI H+CE87* (

I =NT I C:? ('NT':- + 17 ONrA

100c. -PF. I CF. I C.F: .f:u1Or C:E.54+C:65'5. I+T~l~E '.7:H1C23

F. ITOTAL = P. INA+P. IJAM+F. IRC:

1 74 1 TOT -R. I TO T = (A -Jf:R I)-P.F : TOT I-1)).&IK1TOT -I -C 1 .4.f: I T 0T

1 I ~' +C I E. 1P-r4: Di. 1) 7 1N'-' 1E.I* I64.riI I 11 ( I ) C 629* N:

I E''-i. NF -- r~, I I I *N CF-~:'-1-:o. tCF'-1KN It * IH 14

1 -i- .7-zi*' It ti~ 'I III * I -FIIF

A Tr-MP; TP I 1-rF:Fiv-I #r4L1 P T -- ,9 Ft -*1C .
1 '. - -:444 1' I.j*F;* pi i rT* I IF~E '- . +r- I Pvri: -F4 rT*r I TFLIE: -~

I ~: T~--.~TA = TF;-d I T5.- 1

- 174*.cw -I-IFA-Ir'D-1 I .1H7I',F 11-1- PIJH.'o-

*. I Oi -II I- *+o C$1F OM,.14 *- 1 ~.if~tMI4

.I 7F*, '- 1' *: 17 *C7 I -- 7. 7P

I ~ ~~~ AI7**F~ 1-I Er i-IEA'- '. I4F- ' iF-I'.C.4I1

I 4P P - 1 H F 11 H X - 1 '.4 1H :7 -

=4 N 1*IH I*- -E
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IEF'f-F. : +I' = -EIBAF' (-1) .rP*iEP (-1))CI9* (KI5EP (-D -5KEP) 1

fC'O.' Pu IE'IE(1+191*F'r42 C 1P 1 EP-I-VN$'IE P1

IP IEF I- I +C. 1 2., rII. IEP-4)+019F'Ft5EPIIE'5

+I CF-A. I = ';:11~ I Il~ P -P *r') P ic. N2 -p* I PP -) F'-1' -CO* IC -)

* Mt IP. I F 9-. 10 FM.FH IIF I F'3

a:?:~~~~n I FR Fl = *IFAF r- r' 1F -I' )+ I F' -"197,*-C:i)8., I'FM*

514: ~ lFri-A4. jFr I -DA' -' t I Fri '- *'.( I 1H FM '- )-Ci I I?. IF '-1I

+1I?* !iriiIF'l.l'P CF. IFM'-a:'+C192.F IM. -

r :'i;,.R~' I-I-C4 *+Ct I~fr rIH.IC.R-3' - tot! .Frc-c

I i- riE = 7'1-D CIE*AF'r~ IPF:I P 1 -IM'- 17*; t4E- *-2 I THEI IF

.C~~j 5.' flF'F' . -1' -C47.H-4 11J 3.' I6- (9?C'4 t4i 1'F.TIE:

tFFA. IF r.,* I-ER- +C 1 1!*~IF'l-i.* F-'

II 'iF* 1C =1 -4:~r 1 P icr*- I'' Ir--C Lp).* i':r-

-~ I -'5- ' *.C.E?19 1 FINI I.IFFI '+1j34*Fi, , 'iI FF

I '' I TJTe'C I o;. 'i.' o rF- 47:::- +f-I I I * i l( 1 * r*F' N iI' I 1 1 *f1

4z, t4:rIJ*J TN '+ I Er4 2 1 ;.1~' *4 -riI I IN r4-3-C '. c-i cF'+C It' 5. :.F'PLC-C 4r'Z
i.C1 ''..I: UE- 1 S'* TF+C ~7 "05-C444 - +C 16? I TF'U-E:i'C 1 65.:*RI ri i r?'.

PsY ' :I ;tCO+C 5~ 4c 1 76. (QiE.C'E f -1' IC I 7sF+r Mi CON.l

I FP I - C I4 fi.7I? HE1 C $Sfl EF*; 2 C I Et.O6 3.0127. I I0-S70 *1I.K +

- 1 54P? Es'. I :EF' '-,C 1 E,-:5*PN4 :Eg. H EP ( -4:.

al: IPP-A. IF'PM =Cl 940. 1PPMvt 1 ) +c195*.(MrM1209(*-1) /P7rlGE9:1

£1::I ICt, I- I [ J Cl'940, CHh ,I ' -1 ~ l . 95' (M1EC H (- I F''EV9 (-'- )

214: VIMPM-A.kIPM C194.WeIMFM-)C:195(MTMlOOS'.k-1/PIGE9(-I''
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* 215: ~ 'I1 -A. hi I) 'FC:'-1P ' C884* 0401 N/Nfl I) ) -I!(-)PO(2)/084(
XDOII '-)tI (-) C 454+C453. :(C450-k-1 (-1) 'PRO t.-2)/' a84.

* gIN .:-1) -NMII (-I~ :' .455*. OIJEF-2..0457).045. (06-0-45?) +0453-
04AXGT7O-XA'TN* ('XRGT7C' (-1) -XAGCTN 'I)

21?: 1 0.. bA:A iA)'R -1.))/ (XAGTN (-) NAT -11 (: .-0 cI.1A-- (-I)

PRO (-2' . (XRGCTN (-2) 'NH-T (-2))))

~1 : (1. (~rA. WA r.) /FF.C: (-1)' (XA'3CT 70 N-1),'IT *1 ) 10. *.Ik(-1I
PRO '-2) /(XA'3T70 (-2)A 'fIA1T (-2.' = 465.C:4E.4. &D1HIdAF2-1 0. "'JAY (-1I
PRO (-2) '(XAG TT7O (-2) /'NAiT (.-2)

2es (2l '-.3: ,il C244*I,G f'1i 1.11 (-1:'+C.245.r'E.5

224: C~4EA LIE: 11=C252.C 25 .s9+C 254. H65.

22:5: (hi-.I3FM-A ~A~l. j = 05.26 kA3M~1 liI'1-1 +2

OZCH6S3 H

226:1 k16;d*0CP-A. fdr-13C P' .-',II= C 25S3.0259.02 H638 H

227: n.IAGEP-A. hIAGEP) /"11 C 260.0261. *WA-GEP (-1 IlI I- I- +C . .C22

228 IAGM:-. IA~j'-'. I=C26 3+r-264(XOMP/NM IM ':I NNI..C 265.0

0 t: 0,sIAGFP-A. IWAGFP) /Wi I C268.0C269*0S H68 H

* 31 iRdGPA-A. MJv3PA' -'hlI C 0270.0271. (1-1GPA -1) /411 -1 1 -1

2.3: (,IAtGrM-A.blF4GCM) /ill-07.23.WGW1.d (11 +2

234: (hJAGI-PF-Ai. b~lIAGPF) /1,11 = 277+C:278. ('IAGPF (-1)/WI (1)1.)



A
235: 4WACDN Fl. WAGC:OIt1) /(olC =C247+C248C':H&5

2-36: IGFI-F4. WIA = C246E,.S.,

237: hIFA1TC-Fi. MITC =C249ld0TC

2.83: MAG~1TD-Fli. JIGTI=:2 k.:+'5I0H6

F-41: LD :F1-Fl.ZSRG*A. C28(I+C 5I 13 (PAPFC:70) +LOG3 (:':F4CT-?O) :~+C

XH-~~~~ GT ,Xl -1.) +C283*6i169

242: ZMPA =32"73./ !,'--5*"MDi9

2 4 : 7G

244: ri

247 fi? -F. PtIF-PtiF fl k-1; 5C9s 'i d-FA

24I 3: (Il-F 7iT.'F7O. .FACO.1 k CY13 r LK4C9 + :.'.-Ca3r13l~i P

C 2?F~4 * H.-77 K -* H:F.;7 - ' '- l1

353: = A. R.PIF7(1-0 PF7('I
254: P IFF#F -dL Ai-PR.F I 7~z 0 -P -27 -1= )8t?.r6+%..7. ?

255: PI1-A.Pl=Cl.XCO~C .. I?
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25.-: PIG-i. PlC = C997*PXCDN.0940*PIWH70

257: PIT-R.PIT = C941*PXCON9+94*PI.HO

PU*--A.-IS = C943*PXC0N9+C0944PJWdH7

* 4 35?: lH:_-A.PHS = 0945.PX0DN9.09:-36.P '.H?0

* f6: PIA-q.PIA = C9:37iPXCON9+C938*P1WsH70.C91 6

261I: PGNP-A. PGNP = 917+091 8.GT5 (+091 9.QPP67+C885.XAGPV.0886. @0 N

2 E 3: 'TDsP-A. TDP) 'ZPG = 480+C04381 *(Et9/BGN.0C48£' +0483.O5:--H67

=C4'1 +0498.r16165!+C:493.r1i586 (+C:494C667£

*:TI'-,i. Titn / .,(:zGC,'+Z:I.I = C495.0:496.r'6lE768

TA; = TPOP.TA'.:?

£63:TF =TEIP.TT.TO'CZ.TPOF

27: PF-A4.BF''F('-P*-1. =C50&+C:503.- .BG4NBGtP-I) -I.) C5Q4. k Fi.

(E-P 1~ 'i' -I* . SA.57

-A .-- - 1 = 50-C-( *M 1)5 -. 5085

3: '1BRt-A. BAL', 'p.AE(-1 .0-1. =059c1.IGba:-1i*

174: 'p14ALW -A. DrAlAk:.4NA t -s-1.-. z 0511,0_512.07T50

275: yBTPAiN-A.DTPANePBTFAtI--. = 5301*WJ/sG(11)

276:~~C! BPE-4 (":P.C=GN-(B+SCIADD9

277: fliT = D9+IcDP9+ui:P9
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2f9: *E ri-M-F. EN'FPMC!'/PMaNLjz9',, a MCI 1* '-12. 472+0. 228.YCMEA9+6. 834.

PFLHLIU.' . *f--APPFiI 'P 1214LCS9*EXP (PSI I+PHO1 .C'T50.TAU1-i)

2.:Cl: EPMlr-R. ERMCM -4 EtIFPMCM+EFiJELEE

I(E m'C"1-Il-FI. EMbIC:M) 'PMIHLI:9 - ML12* 'C:7 (i3+C.7 04.(c687 0(-1 :+C:7 (i5*CFYP+
I7 iI..vCMEA9+C,7ci?.(EPMCM'PM2HLIS9 )+P PPA2/ PMIHLIS9EXP P5'12

RHO2 .*CT 5 +T Fi'12)

Ee3':-~. GFC: =M~3.&C0,~% :1' -3 TO -1 : (>?GF-T'1-
':1) :. /',X:.::GTNtt +:1 ('45*PdCI -4.7 -1.) ."APPA*3.EXP (PS 13+

-E OCm ~' +CC = F4li:,'C'11 l..xI~' ui X'r'V 1'-2') /3. +

Fi4E P ' I 4+FMG4*CT5 (+Tiu4

2.?4: ETC'1 = EPMCM.EMFICM+EGF*CM+EC.O':M+ELI'-CM9

EriTCM ETCM-MTCM

Fi'C5-EFUELr-jE.'.ENP 'F7I !.FH5,~T5 (.+TFiI5.c

Em ; ri.t-R~. E mt ri MU P, C' 1 (14-,+C: ('4 So (F DE E.T-F T[ V +C 1 (1 '*P M IHLI 9,
Pri I -,: +I, A.E>F'' I 6.FHO.cT5 i+TFii-fU.

£o'l1r '-A. EoMrWi ML7. (C:76Ej.+C79' :.M2HtJ: . M2EilI;.I77 ~*PFT' TC +.
'4:AI P'19, +IP APPA.EX~P tP5 7+PHO7.CT5S,+T AU7'i

Ef4i Te''-r. EllFril = EM~irihI+EFLIELrII.I+EO~I..I+E~rilI

2~ I 1 :io . EG~,I.-A.EGF'rI~ ,PF ~~:G~TN' =14,9*i.C722.': -H72.C724*f
4 ~.',~dE~.'r~E~.* *H?2+C73* (51J1 ~.I =-3 TO -1 CG' J" XPt')

kA'r-PR I~ 0.E,-,P (PS. 11 ('+HO 1 0.C'T5 0.TAII 0)

21:F ETr"'-A. ETD~I - ErIFDkI+EGR.DbI+EFO~aIe

EfiETGF' EGPCM.EGRDIJ.EGPLI'C9-MG~r,,.e

11-21



ENETtId ETI(4-PTNiI

ETLiC:-". ETLDC = Mliii k'C73:4+C735.l.ITLC:9+C-736ETLDC( -I) +C:737.
EA~R.LlC9~.- +IK'APP I I *EXP (.PS. I 11+RHO1 I1I 'T5'+ TiU 11)

2 7: ~EO' C-P.EOZZC = MU113*(.-:C?8+C:739.PETHU:::--.+C4??9*.EC (-1"+: E
t-ITL'C 9. +KAPPRJl 3EX:F (P.:: '11 3+RHO 1 3.*T5O+TRUt1 3

ETCH-R. ETCH = MUI.? 12 -4 :Ic74 1 *CIE. 77 0+C742.ClT5 I'). +[ APPFI .?.E:P:

PT4 .12cPHO1AQT56tTRrC2

EC:UFA-,. EC:LIB = MlII *'C7*-'C744*EC:iF:Fz(r1 '..- '45PEIU.+C: I..

0ci': P. ET'.. = ETrN.I+ETC:M+ETCH+EO'JC.+Ec~r:AE~+ETLLIC:+EuId9I

TROLL C:OMRt-ir.t: F-TM3D' E0 3011 TO 4001(1

iD3DEL: CIJFF,-EIJT

3:1: F~. ETI1T .1: '...EU *PE'.T

1~A1~ +1E IN'!:-F 15EX - PEH: I9E-, P 11PH "1PH 15CT*A T5 +

* :.-.'1-'I +r- 7C5',I, C7:FlcrV+C ~75.e475 +0 FiF'Pq 1 E 3:H-l ?,EF

ii ~t: r:1T: 1 = F'MC rl+M~iAC M+MIFOC M': C M.ML: I:M'

P:A1 +;'-ig 1 ?*,IT!.(-TALI 19,

Cri .PT V-l +C773#07 1 7 P: AF'FA?1 -/PM4riI.I9.EX:P FP 12?1 +PHO2?1 #07T5 (I+

11-22



31 0: Mr4GrID' MMFI.,ik+MPM~ri,.I+MCIoDl+MUv.:rIII9;

311: MTrI,l = rW~~,~+MG3R~i,!

312: Tr'-P.MTLr'C = ML22*(C778+C779*ETLIC+C:?80.FM2DItkd9/Ptllr1+C.781
*MTLIC. (-1)) +Fi22+EXF (P3I7"22+PHO22.'?T50.TAU22)

:313 t1rC:t~.MO$C= Mt23 (CThE2+C~3.ECC +~APP23.EXP (Pc.:I23+PH023*
A c'OTS0+TALi23)

314: MTC:H-A.MrTC:H = ML24. (C784+C785.ETC:H+C76.rj64> +K:PPA24.EXP (
PS I 2=4+P'HD24.c'T5 0+TAiJ124.'

315: IMC:L'BR-R. Mt:LIBA = MU25* (I:72'+c,78e..(XS:LI9P-:I,. U9): "I +F::APPF25.EXF
PZI25+PHOE5*iOT50+TRLI25)

316: P. MT61 = MTtIW.MTCM+tITLtC+MDS :C+MTCH+MCUBA

-M7 P. MT'I170 = 2. *1 0 0. *F. tiTbi. /' (PPE>X9.PTM9)

313:10'. *(tItil0')5~. utu0') .. <1 MF:F'~GE9(-P) =M2q.*(C:794+C:795.

E0.>P(PC:20 02.C'TM1).Tl .

31:1('. IrT10-F.MM2... '/(I PP*F'1CE9 (-1). MU.27 (C798+C:8@4.

32'): I' . 711 ECH-A.MNI ECH /(II C.H*F71I E9 '-1 1) = ML2S. **CS I c+C811*.'rp
+C623 (Flo~- ('-*' -C'S'PT '- 1 I''+10 0':t.EPFt28/( I IC:HP 71 GE9 -I.., ).E XP

321 : Ff4ETHC-'iq. FrETHC =C55%6EErI.+:E2' Ei-Trc:

3:22: F:PEP-A. FCPEP =C8Re.+CS:29.FrEPT -l:.

32.3: FIIEPT = FI'EPT(-1:)+FCrIF9-FC:PEP

324: FIriT-A.FI4T = C:83)+r83 1.FET (-1)

'315: FtiHC = FNETHC +F. EP,9+FCtP9.FGS ALE-F INT-FC:FEP

327: FGOLI'T = FGODIT(-1)+XGOLE'T9-FG:ARLE/PGOLIQ

323:FGDLDD = FOOLt'T*PGOLD9

.329: Fri. P-$i. FE,:& = (FCFEP+FIr4T) /ETDI
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(I: F. C:F.D1 = EXP CLOG (riPOPi').LDO (GRMMri)r+BETRI.0T50+LOG (0. 011D)

1 F. CFF70 = EXF (LOG '.r'jP0P9) +LOG .(GAiMMAF) +BETRF.C'T50.LOG (0. 249)

F. C:RNrI70 EXP (LOG (1F*OP9) +LOG (GAMMFit4iD) +BETAND*Ci.T50i+LOG (0. 07)).

P. CF :?0 EXP (LOG dIPOP9: +LOG (GAMMA:.:-) .FETAS.rlT50.LOCi '0. 093))

4 'NFi CU947/C94c* (XMiG&-.UMI-lFEEr7d-AVCP70)

GNPN,;4 = C949::OINr+C 95 O.XDC:H+C95 I .)DTC+C:952.XDteT+C953.XO :V.
C;954.5SnrI

17,F ('GIF+GtAFi) ,C:95E

3 37: GlIM= !GHPA.IC957.XO I NC95S.XOCII+C959.C9E. 0*XOr+C:.E. 1 .9t.2*XDtDT

= (ZGI.-NRCDV.~C,. - 0. *- (PCD7' 0.. 10 Cf. ) +ZMPR

:9: ~ FF HI ==1 .:3*XD:ME+: :-,DC H* r. 642+XOMI1B. 0. 656+ (XOPP., 0. IE54+>:D :P.
0*3.:.o 4E.>:OEP. 0. 5 05+ o~F.0. 1 05+XDPFi*0 ri 17.XoC:M 0. 10(1 .XO:G

340e: UELIH.EPPIND =1 0-.16XL/EP+.17.ID'~I

0 . 5 3 ,': c- 71 GT 7 C: FV; tA r- I *:

* 3~~-4: UELTc-.HF7TOT =0 ~.-~.039XL/EP:0 15.H'E

7.4 : .*)=-LH 4rl-F,.iIJELHHM",I POPLI = 0. 6685-0. 206-5XELP.KELFC + i. 7546.'(
=-.TO 0 Cu?01 rFFI+ .5 4.hLt1rFOI

44: W'ELCN-R. UELUi: I/XOCMI=0 9+.023. F'O

314 .: i'L LIE L I N+LIEL R+ UEL TP.LIEL Htl+LIFL :N.UELW~ :+EF:TEF

34 3 ELMF' 28.605+2.712KELHPC9

350:: KELTPC =KELPC-K'ELAPC9-KELHPC9

,<ELTP =XELP-XELHP-XELAP
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3.258 1)

:,53: ~ IU O,:ELTFh',UFXELTP = C-MCE9'('KELTPC-0.98.W1ELTPC-p)-i(ELTPC:+
1IF'cO::<ELTP -j) FXELTP -1 ,MF.P9.KELTPC:-1'ELC

'54: -JF:E PUXLP=CME9 &KLTC. ;S.VELTPC (-1) "/VELTPC:+
L.F'P-t:EtLTP i'-1') UFXELTP (-1' .0. 98.-,KELTPC (-1) 'IKELTF'C

399: ''-.. ELTPY,,IJRELTP = CM'3RE9* 'X.*ELTPC:-0. 98i.kELTPC (-1.)) /VELTPC:+
UL-;Gi :ELTP *-1)/LUFXELTP (-9 .0. 98.KELTPC (-1) /KELTFC

356: OTF'LITN-T == 1. 57119. XOIN+0. 25379XO.CN+5. 32'?. 53tr+. 704S4

39,7: HRTOT/ OUITPUITrT = 6.164+9. 395.aXTIPEU+Y-TCOPEv).-TOIP+\--.,Tc OF"
+1 .8. E6.'+T0L T5O0

7.15T: LOG -:1. 29 (W'tA'JTO/NFPP9l 1000. ) -1.*)=7427-.14609

39 ~: UFLF'PT.'HF*TT = 0. 05.309-0. 01222*O0LTSO

IJFLPPHr-T OUTPUTNT=0.725.0329L0

ULPPMF = J-FLP:PT+uPFLPPiT+::*PUTO.- 1 00').

~ TPJ t.Th = (~::A462+ 0. 6-79*,>,OME' .3. + (-4. 168+0C. 14 46:OC P+ '2 6
I 5E:>OP ') 7. 2+ "0 63. 8?.379.:OE 2.+'2725 .41

:::O:H~ 7.+ -5. 5E+.?S:&OP -. 2+0r. 0 c-45*XO'[] '..4
-240.13 *>tC:M>.. '6. 9+ (77. 142+1 . 42.::<0 G3) U . 3+(-7!3. 52-_2+

364: UoTPINT' 'TPF'IHNi 1. 820 8'L5

uITPLO: -UTPTOT=-0001500046fTO

-. *~ ~ 104 I - 7 ~ 6* r 3 '( 3. 0 5 + . 3462.X0 lE 22. 9214 4.rL T5 0i + 0. 18S

.1 63:IJTFTOT = (UTF' I NL+UTPHHM+UITPF)'(I- (-0. 009195+01.0054 3-6.C&LTS 0'*

I - - tELTT>4'EPC =0. 151789+0. 03898?'OLT5O

370C: 1>1:TPTET7 = 25.24.14.96-'*.ELTETS
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37 1: &:urEF-0. 15.ICO:F I.'(ITF'TOT-X.TPTETS', .'F.-:.PEC9) = 0. 1297+A. o0:00"7
'T9 0

55.UGF 1.KI PF:'- 6.41+ 0. 48. ('3. SF11 M12. 10- ICM., '97. 11

-1) *(a* 95*E:'TF' (-f) :' '1'VTP

3 74: UIPPEF/FIF =CMt-PPT9*. P- 0. 95.E'i+, TP (-)/,f TP+IP~fF '.-1> /ULFF
-01) . 95*111- TF D-. /IT

* 375: UGAE:FzLRIFP, F = Ct -AT9.c(ik TP0.5DTs1:)PTUA:F-IxFF'
- 'IF -Ii )0 *o.Dk"T 95.DIT -1)lVJ+ .-t'(-KTAP

37:LICOKDfE/XDM~tE = 2. 02895-0. 44277G'LT 50

IC.O = UCOX.ELTP+UCOE:0F+UCOM-F+UC:OfKE

.319 UHP U EL TP'+UpPE:F+LIHPPF:MP9+UIHPPFSK9f"z

--- LILPP = ULPPrFI.IJLPPFI yV9

1 U'3A UGFi::ELTUF.U3AF.UGAiFtY'9

UFIP ECT = JCOkE-UF f--

UIFIF = tjC:OrlF.UHPPrIF9ULPWIF

4 LF = UPXYELTP+UIFPI PEG ,T+U+LI+FMF
LIFT = 0. E6993+0COT. . I.*PFT1 19 AIT

s ~~~.: 2-TCOPEUI =XOP-38451. 00T)

XTOIPEIJ = YTOIP- e'-334. #0.+4.C'L7T50-9.IE3CLt.2:

* 3139: >-"OFPELI E= -06:93 K.TI'U 3 3)'.30.:T3IE 97945. f)
*100.

* 390o: KPEPOI -A.KfPEPOI= -. 1.2QL5).0.I17KE.JI-1+
ff0. 14841 *: tIEID I <*-2>*, + 0. 12151 *K. NEWdO I +-3 0. @994F-0-- NEllO 1 (-)+
0. 018145-- r4E0.dO t :-5" + 0. 0666904f1.19 I '6+ 0. 05459.o rjElWO I (-7) +

* 'I. 0447.f r4EIOI -1 +0. 0.36 60:NEWO1 (-9)1 +0. 02996*lcHEk,I.(- Ii: Co

SQ41: [HElO I -A. KNE4dO I KPEPO I+X'T~ IP-XTOlIP C-i)
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S ~. :~TCO ':-.:TC:DF 19. 4218+7. 16a.*OCP-42. 7276.LT5fl

11EFEECO-A. EFEECO = 10(. a4E.&'C:ME9-i. 478* (FDEBT-FC TK)

EFEE I -H. EFEEI= -3!674. 6+525. 2 :YC:MERA-1. 1l OE3. FDEET-F;Ti.-

EFEEGR-?~. EFEEGH 49.'74.3a.~1R+.11l.Fh3

39:EFPWdI-R. FPhOI = 38272. 7+191. 064ZMIA7'Q+2. ?0'906* FIIFPT-FITW.
-173.204*EPPMiO I

393 EFPWFIR.FP~MG = -:3Ci72. 4+131. 98.5.ZMAI P79+1 001.98.EPbIGA

31Q EFTE'-A. EFTEP = -12. 1E05+0.3I142*YCMER9

0,EPEECO-A. EFEECO - 0.6~79t65*EPEECO -I +".238'67?1.E'F"CO

-zW COM *l PPTT131 ECl 401 TD700'.n

40:EFEEDI-A. EFEEDI =0. 796025.EFEEOI -1.:'+0.~1589:.EPFwOI

a~:EPEEGA-R. EPEEGA t-0 053597 )EPEI 1. I9EThE.EF'GR

DC~-F. JC.~ CP-x:- =C5A:.*fKKICF.*rirICF -1 -1+C534*-

404: P. :fQME = EF .g 1ME+C 3ME. (P'3,'OrE.LD3 CrIriFTMEI +IGVDMOr.L,'
NHPI UI''lr1IMI+ .- PG.OI1E-i;OME) *LCI.'5I* VI FM).I

4 06: F 1D =E::.F *CI M+C SMF. ['3 'Dt'1FLO'3 ' M~'IMTM:H +Ii'C,.oI1E:Li-,
u'-P I NT.UrI I CH): + ; IFO1:IIO.EI *LDCG I CH;':

40:P.X:ILJF = EXP (CIFP+r3FF* PGVC'FP.LOG 'MINPUTFFP +ImtI3FF.L013
HHP I NDN I FP) + ( I -F3..F-IGfF: LOCG (f- IFF'

401 P.IP = EXP:FC 1FF+C 3PRi. .GYOFA.LOI; MINPULTPti +wGV'/0FALO,'

NHF' NI .riiPA + fl-PiGyoP-IiVOFA::*LOG '~I FP) ))

4i~ F' 5: KAMM = E:XF *C 1':t+e~Cr1. (FPzO::M.L 0'M r1INI-TCM:' +WtIC,\DiM.LDG'

410':: F' .:I OFF = EXP (CI PF+C23PF. PGVOPF.LO'3 M UTFF) +hhVDPF.LDG(
N4HPIND*IPt!1FF, '-','0FF-Md'3YPF:' LOG 't 1FF.'
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4113 P. XIOCM EX<P (CICM+C3CM. (PGVOCM.LOS (MIMPUTCtI) +WSYDCM.LDS v
NHP I D*MC) + (I-PGVOC-td(kGVOCtD *LOG (rep))

412: P. XIDSG =EXP :C1 SG+C3ZG' *(PGVOSG'LOG (MINPUTSG) .kIGVOSC.LOD C
MHP I D.MM ISG) + U-PS VOSG-JG VOSG) 'LOG (KISS)))

413: P. XIDRG - EXP (C1RGi-+C3R. (PSVORG'LOS MIMPLITAGC)+ .bIOAG.LOS(
MHP: M*r.AT) + (1-PGVOAG-WS'VOAG) #LOG (KRAI P) ) +C4AG'LODG (AS 6PR9) +CSAG
*JPS9+C6AG. JTIAIl9+C7RG#O75)

414: P. XIOMC = EXP (CltlC+C3M1C'(PSVOMC/'(WGYOMC+PGVOIC) 'LOS (MIMIPLTMC)I

*hVW~ti IGVO40.pGVOrlC) 'LOG (MHPI M I 4MtCf)

415:' P. XI DOE = EXP (Cl OB+C30B. (PG MOD' (%AIGVDD.+PG OOD) 'LOS (MIMPLITOB)
*WGMOOB/ (kISVOOF:PGVOOB) 'LOG (tHP IMND+MO))

416: ETAIMA = IF t'KIMB(-1) EQ 0 THEM ETAIMW:'-D ELSE U-E'BAP:-1).
DK IMP '*-1)) 'ETA IMNP (- 1)

417: ETRAM =IF DK(IMP(-D. EQ 0 THEM ETAIAM(-1) ELSE (1-E'BAP(-1)*
DWZ.'MF-l )*+ETRIAIV-1)

418: ETAIAC =IF f*IMB-. EQ 0 THEN ETAIAC(-V ELSE ;1'-DDAP-.(-1).
1*1 MpEV-I)) 'ETAIAC (-1)

419: P. IMA = EXP(I'ELTAINA+ZETAIIMR'QT5-O+LOG (ETAiIMA))

420:* P. 1AM = EXP(tELTAiIAM+ZETAIAM.QPT5O+LOG.ETAlIAMn*)

421: P. IAC = EXP ' IELAIAC+ZETRIAC.Qr50+LoG. ETRIAC))

422: P. EPI = EXP (rUBPI+IDTABPD.QTSO.LOG 'SIGMABPRf))

423:" P. DAD = EXP (rMLI.AO+ I OTABAO'0jT5 0+LOG (SI GMABAOiD

4 4: P. CP70 = P. CPF70+P. CPMD7O+P. CRI'?0+P. CRS7O

425: MCONT = 'UCOXELTP.UCOEF.IC:JMF '1. 4.UCOKE.1 .25'1.*037.1 .2.*04+
XTCP'0. 12

426: IJPPMT = XTDIP'0. 109+ (tLPP+UHPP) .0.71

427.' UGANT = XTGAN0.094'*1000.+UlGA.0.818

428: (PXT.IP.TOIP-A.XTOIP-XTOIP(-1).K*REPOI).1000/(IPP'PLD9+
I PPDPLI'9(-1) +1PPbPLD9 (-21) = 2. 74434-0. 03553*CT50+5. 03193'
XTOIPEU(-)'XTOIP-1.-

429: (RXTGRM'XTGAM-R. XTGAM) ,HFTGA 19*1-2.07 XGMU(1
XTGAM (-1)

4.301 XOME - EXP (CGI .CG2. (05.H68-0.-"H73) +(CG4+CGS' (0SH68-QSH73) +CG6'
QSH73) 'LOG (XIOME) +CG7'Q6?)
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431: XOMD EXP (068+069. 0C'H68-OSH73) +061 O.OS:H?3+ (0611+012. (@0H68
-OSH?3) +061 3eSH?9) .LOGC(XI OMDD

432: XDCH = EXP (C615+0617*0l M73+ (C618.0620OSH?3) .L06(XIOOH) +C621#
06?)

433: XOFP = EXP (062 a+06 3*(Q&H68-03H73).06240!H730625*LOG (XIDFP)
+0628#067)

434: XOPA = EXP(0629+t630.(3ZH68-O SH7X + (06-32+0633. (0!MS68*-0SH73) +
0634#.'.H?3) *LOG (XI OPA))

* 435: XOCM = EXP (0636.063?. (0$H680SH?3) +C638*OSH?3+0639LG(XIOOM)

436: >XOSG = EXP (0643.0644. (OSHS8-OSH73C) +(0646+064?*. r'3H68-OS H?3) +
0648.OSH?3) 'LOG ,X0I OS')

43?: XOIPF = EXP (065 0.052OSH?3*0653LOG(Xl OPF))

433: XOON = EXP (0G5?.0G%.c'&H68+ (0660+C661.03H68)'LOG (XIOOHN))

439:. XOTC = EXP (06*-64.0:--65.(03%H68-GeSH? 3) +C66'@*SM?73.(0567+0668. (
@2 H 8-SH?? .069*'MH?3-) 'LOG 'XIOTO) +C0c.6?)

440): XOI'T = EXP (0671 .0G?3.0$:H?3+0:6?4*L06(Xl OuT))

441: '. X100P = EXP (06?8.C6?79'03H68. (0681+068 +(C':7H6S) 'LOG(XOOP) +
0684.067)

442: XIOEP = EXP (C685+ 040 2H68+ (0688+ 0.02H68) 'LOG (XOEP) +0691 '@16?)

443: P.XIOOI =EP(G+09'H6-H73 04.H?+65+96(
c'36802H3)+0'39?.C@SH?3) 'LOG-- (XTO I P) .06G98.06?)

444: P.XIO6A =EXP(06113+061 14. (03IH68-081,H73) +06119.2:-ZH7P3, (06115+
0616.(0S69@SH3)+01 1?.0H73) 'LOG (XT6AN'10 (0 0.) +06 11 8.067)

445: XAG'SUM =EXP (OMI+ (M4+0M6'03H73)'LOG (XIOAS))

44E6: TT70 - TT/POI'70.100

44?: TT7010 ==1.00?'TT?0

448: TT701OF ==0.?11'TT?010

449: TT70100 = 0.900.TT7OIOF

450: TT701OM ==0.015-9*TT7OIOF

A451: TT70IDG n0.0833.TT7OIOF

*452S P. EPM us(EPMOM+EFUELDt+EMDI.I+EOSC+ETCH+ECUA+EUSIl9e '1000
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453: P. 2MM ==(EMACM+EPRD!d+FAPMLDC9) ',1000

454: P. 2PM == EGRCM.ECOCM.EGPDk-I+EPDkIt+0. 7.20Dbl) '1000

455:' P.ECM ==(ETLDC+0.3.EDWk)'1000

456.: P. EPFPP= P. EPM/~(PPEX9*PTX9',97) .7000',4736

457: P.EMPP = P.EMM'PFE9.PTX9.97).1856r1361.1

45;-':P. EFPF = P. 2PM'(PPEX9*PTX9/97) .742'S 15.6

-~ 459: P* ECPP ==P. ECM' (PREr9*PTX9/97) .758/933.4

*460: P. MPM =='MPMCM+MPMEII+MTLDC-+0. 33.M0-C)'1000

461: P. MMII ==MMACM+MMP4DhI+0. 4.MDS.C) '1000

-:4,L4.2: P. MPM ==(MP0CM+MCLIBA+0. 3*MTCH+MUSDW9+MLISCM9) '1000)

463: P. MCMI= (rCDCM+MCODti+0. 27.MO$.C+0. 7.MTCN) '1000

46E.4: P. MPPu = P. MP-'M. kPPEA9.PTM9/94) .2672/2 043

465: P. MMPLI= P. MMII' 'PPEX9.PTM9/94) *1683-. 7'2371.5

46c6-: P. MFPU = P. MFM' PPEX9.PTM9/94 .1790.S'1 124. 9

46 7: P.MCPY = P. MOM' (PPEX.PTM9/94).4998. 7/1209.3

4 6 a.' P. MGF'F'= P. MGP~iI/PblIU$.0.011 03.798?/679

F. MPLI =P. MRPPUP. MMPU.1. 33.P. MFPP(P. MOPLI

470: P. Mr--P = (P. MFPPU-P. MPPLI/P. MPU.TT7 01071/0. 9456' . c2591 '2558)

4 P1: P* MMPP (=P. MMpU-P. MMPUP. MPLI.7T701 0M/0. 9456). (1793/1612)

- ~ 472: P. MFPP = (P. MFPL-P. MFPLI/P. MPLI.TT7OJOM/0. 9456). ml741/1714.5)

473: P.MCPP == P.MCP-P.MCPUP.MPLITT7AOM/0.9456).(C4" 7 A-;)

4741 MID == MPFPP+MMPP+MFPP+MCPP+MGPPj ~ ~475: P. rS*.:70i5= .CCONG1228..00020

1476t: P.CPL 1.01433*P.CPF70

477: P.0MPh 0.91868*P.CRIID7O

14f,;: P. CDFI-,U 0.95-651 P. CPD7O

479: P.CSPU m 0.14305*P.CPS7OG
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480: P. CPU ==P*CFPLI+P. CHPU+P. CDPU+P. CSPU

P.TT700F ==TT70IOC.P.CFPLI/P.CFU

P.TT70 -- TT7OIOC*P.CPx.U

4E:.3: P. TTTOI:r = TTflLIDC.P.CDPU./P.CPLI

4-E4:P. TT70C& == TTZOIOC*P.CSPU'P.CPLI

4.'-.5:P. CFPP ==P. CFPLI-P. TT700F

411'-. P.C:NPP = P. CHPU-P. TT700?1

4,,-*7 P. CIPP ==P.cr'u-F,. TT7 oCr

4F,-' P.CSPP = P.CSPLI-P.TT70CS

4 -' G IGD= CFPP+CHPP.Ct'PP.CSPP

0:' P. Itl= (P;. IAM+'0. 06.79+0. E806.c'LT5).P. INH)*18500O/18278

4-.P.IL: = R (HI +CAC. (C'H68-QSH73) .CA6*Q8H73+ (CA 3+CA4* (GCN 68-
0r&7-,73) +CA7*.KH73) *QLT5 -I)5~'7 *. I TOTAL

4'9z: P. IPID ==186. 1 1P. 1CF*/i000'

4,:4: P. GrNC ==P.CP2"70.0. .161.1438/7:380.1648/1353-0. 113*TT7OIOG,

4' 5:P.G'HEC ==P. t.*'.70o..577.6176/221 50.7405'.6938-O. 507.TT701 OG

P.GCA= (17.P.F(RO/1000+99.274P.DPD/1000)*3430/.,9619*4027/
3287-0. 276*TTIOIOG

497: P.G'3I= P.GPHS.P.G1TC+P.GHEC.P.GSDA

49~~~ S.0 I = CF200.CF2OIeX IOME.CF202*QO0T5O.CF203.0,67

499: 0 =2 CZC 04+CW O5.(1 -067SW. H+CZ2 1 3QSN73+CZ206.G'678H. C
P.I DC'-P. XlOCP (-1)) +(CZ2 07. 1 -G'67SH' +c: 08.o:H73) . XIOCP. C

4 O~A: THY 03 = C-'X?09+C(2 10. (OSM68QOSM?3)+C Xe11 *PSH73+ (CX 1 2+CXC 13.
*t?~~)P. X100O1+ (CX21 4+C X21 5.QSM68) *OOT5O0
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501: 1M904 - CF213+CF214*XIOGA.CFZI5.OQT5O

,502: IMYO5 = CF216+CFRI7.XIOEP.CFR18. (XJOEP-XIOEP(-1)).CF219.OOT5O

503:ETAriD = IF DKIMP(-I) EQ 0 THEM ETRMD(-1) ELSE (1-DPRP(-1).
tDkI MP:(-1) )*ETAMD (-1)

504: MDMII'PI' EXP (DELTAMD+ZETRMD*0T50+LOG (ETAMP))

3 505: PE-: IP106 =CYI +CY2* (1 -0H6R) +CY3. (1-QSH6). (XIOMP-XIOMP (-1))+
(CV'.4.C V.Y -QSHES.) ) .(XI OMP-MDM IDPI')+CY6.RES ID 06 '-1I+CVY7

506: PE$71D)06 = IF PP'ESID06/XIOMB ST 0.08 THEM 0.08XIMB ELSE <IF
*BPr-ES'0zr(6XIOMP LT -0.08 THEM (-0. 08)*XIOMB ELSE PPESIDO6)

5 07: IiV':E6 = EZ.I1'06+MDMIDPD

508s: IrlyAr CFE24+CF 22SXIOCH

5Th: 1 IM OS = CO27+CQ 29*QOTS 0+CP23 0.(XI OFP-XI OFP C-I) )+C023! .067

* s51i:': IHC? F2SO0+CF231.XIOPA+CF23E.(XIOPA-XIOPA (-1) ).CF2SS.OOCT5O

1511: J NM 10 CT234+CT23S.X I CM.CT237.@0T5 0.CT238.073.CT239.075

* 512: P. I NMII == CF23S.CF239.X OS G.CF24 0.(CPMD7O-CRMD70 (-1) >+CF24 1*

513: INVIl = IF P. NIMI LT (-0.1'.XIOSG, THEM (-0.1)XIOSS ELSE(
IF B.IrlVll ST 0.IXITDSG THEN O.l.AIOSS ELSE P.IMVIl)

514: F.I1 ?1 == CF24S-+CF244.XIOPF+CF24S. (XIDPF-XIOPF (-1)) .CF246*

515: INMI2 = IF P. IMVl2 ST 0.039*XIOPF THEM 0.039.XIOPF ELSE (IF

P.IMY12 LT (-0.047)*XIOPF THEM (-0.047)*XIOPF ELSE P.IMVl2)

5 516: INMI3 CF300.CF3OI.XIDMC.CF303.QOT5O+O.067

517: 'JNP INC =CR1 +CP9* (0 3H68-QSH73) .CP3. (XI DCM-X 10CM (-1) ) CRS*JPbI9

+CP7C':H 73.CPB.OFYP

518:OTHERCON =CCP1+CCP2*XIOCM.CCR5*OFVP

1519: PESID114 =CDI+CD2. (QSH6S-0SH73) +CDS*05H73+ (CD4+CDSe (QSH6B-
QS.H7? ) * XI DCM-X 10CM(-1) )+CD7*05H68*OOT5O+CD8.Q?34520: REIM114=IC~C2XDM:XIRGi-i4) +CC3.JPS9+CC5.JPIJI9+CC6.O75
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522: INVIS - PESID15.RDLVP

7,:I NV 16 =CF259.CP 60*XI0TC.CFE61. CXIGTC-XIOTC (-1)) CF262.@TSO

5P4: B. NVi? -= CF2634-CF264.XIDDT.CF265. x10r'T-XIODT (-1)) .CF266'

1525: INVi? = IF B.INVI7 ST O.053*XIODT THEN 0.053*XIODT ELSE (IF
B. IPVI? LT (-0.019).X!0h'T THEN (-0.019)*XII'T ELSE B. 1fV17)

526:1 IVi8 =CF267.CF268.X IOB+CF269. (X I OB-X 10GB -I) ) CP2Z 0.OQTS0

5 7: FREt = INVO1.1NV02.INVO3+INV4.I11V05+1rNV06.11w07.yrNV0S.1NV09
tINVi f+INVl 1+INVI2+INVI3+INVI4+INV1S+INV16.JNVI7+1NV18

1528: HMPPES-ADeLVR = CF4 00+CF4 01. (FRES-AD!_VP) +fF4 02.CH69.CF4 03*.73

529. FI == 0. 00139.CDPP+0. 0206.SPHS.0. 0197*GtlTC+0. 0015.SHEC+

0. 1809.SBA-0. 3705.MPPP+0. 457857.ERPR

5:30: F02 == 0.O8SS6*CSPR+O. 1665.GPHS.+0. 2405.SHiTC.0. 0345.SHEC.
0. 0458.GSBR-0. 11 0821.MPPP+0. 056-571.EPPP

531: F03 == 0. 03857.CS:-PP+0. 0634.GPH:7.0. 0914.GNTC.0. 013.GHEC+0. 0173
*SS1:A- 0. 0.232 09.!WPP+ 0. E.9286.EPPP

0. 0 01 8c. SBA+ 0. * '33429*EPPe

5S3: ~ ~ -F- .= .495C +0. 1483.GPHS+0. 098*GNTC.O. 0i438.GqHEC+0. 0446
*GZSBR.40. 603 86#ERPPr

534: P016 == 0. 49278.CDPP+0. 073.GPHS.0. 1506.GtITC.0. 0 78.GHEC+.0. £626

535: F07 == 0.291 09.CSPP+0. 06112 GPH& +0. 083.3*GNTC.0. 0758.*GHEC+
0. 1373#6GSBA-0. 305224.MPPP+0. 067429.EPPR

536: F08 -= 0. 30708.CDPP+0. 0888.G-PHS.0. 027.GNTC+0. 0197.GHEC+0. 0553
#. S.BA-0. 1015 19.MPPP.0. 11*EPPR

537: F09 == 0. 0151.GPHS +0. 0044.GNTC.0. 0034*GHEC.0. 0093.6!BA-
;1 0. 0455!!2 .rlFPR. 0. 017571 .EPPP

538: Fl O= 0. 0 889.CDPP+0. 0412.SPH..0.01 32.GNTC+.. 004.GHEC+

5 1, 911 -m 0.79 73.CtIPR+0. 0603e6PH5.0. 027*GNTC+0. 0856*&HEC.+0. 0395
*GSPR-0. 980901 .MCPPi0. 960422.ECPR

1~1 540: F12 -- 0.5 45*CFPP+0. 02?.GPHS+0. 0124.SNTC*O.3619.GHEC.0. 0114.
SICR-0. 743251.MFPP+..51212q.EP
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1541: F13 == 0. 1 507.CNP-.l. 00642.PHS.0C614.GtITC.0. 05 E.GHEC+
0. 0 05G$FA- . 01 8496.MCPR-0. 01 ?53?*MPPP. (' 03'1 66 *EC PP+

0. 0(14E:5?EPPP

542: F14 == *IC+0.494*1PIO

54?:: F15 == . 3 088.C--FPF'.0. 0891 *GHEC- 0. 56?49.MFPF- 1 MGF'+ 0. 48c7871
*EPPP

544: Fl16 == 0. 0 006*CFPP,+0. 01 15?*CMPP+i. 06612.CSPP.0. 07458.CDPP.,+
0. 09014GPHCK+0. 0958.GriTC+0. OSE8.GHEC+0. 06 2.G-,-PA~.0 39.IM+
01.019.IPIO

545: Fl17 .109.FP0 ?6CIP..01?eSP0 9 .DP
0. 0738*GPHS+0. 0E65.GNTC.0. 11 13.GHEC+0. 09?2*:.GCBAF+0. 01 1.Itl+
0. 005*1P10

54p:: F18 == 0. 0 961.CFPP+0. 033*GMEC-0. 000603.MCPP-0. 0052244MPPPe+
0. 007916*ECPP.0.0045?(1.EPPP

* 547 '30 == IOME-AOIO1*XIDME-AQIO0*XIDCP-R0103*XI00I-rq0104*XIOGAi-
Aol 05*.:<'IOEP-AOI 06'X0MEB-A01 0?.XIOCH-AOI 08*XIDPP-AO1 09*XIOPA-
All I 0*:<IOCM-01 1 1.XIOG-AO1 12.XIOPF-A01 13.XlDrC-A01 14*XIDCN-
AOl 5XDA-O 16*XIDTC-A1 1?.XIODT-AOilI iS.*IIOP

54.30GO == XI DCP-R 01 .X I OE-AO O .X I CP-A 0 03.X IDO I-A 0 04.X I GA-
A 0 05& I OEP-A 0 06 I OME-A 0 0?X I CM-A 0 08.X IOPP-A 0 09'X I PA-
A C131 0*,x: 10CM-A 01 11 *X I 0S:G-A 0 1 20X I OPF-A 021 3*X I OriC-A 0 1 4*X IlOCH-
A100 1 5.*,< I GA G-A 0 1 6.XI OT C-AO02 1 7.>:: GI T-A 021 8.XI 0OE:

549: 503==IDZA31XI E-00XIP-00XID-A04IO -
A 0 o*X I DEP-A 03 06.X IlOMB-A 03 0l7*X I 0CM-A 03 08*X I OPP-A 03-09*. I OPA-
A 0-:11 0&', I DCM-A 0311 .XI O'SG-A 0312*X IDOPF- 0313X I ONC-Ai0314*XO C:N-

50 f6IG14 == XIOGA7,-A0401 .XIDME-A0140 .XIOICP-A0403.XIDI-A0404.XIOGA-
A0405.XIOEP-A0406.XIOMB-A040?.XIGCH-A0408.XIGPP-A0409.XIOPA-
A4041 0.XIDC0rM-A0Q4 I1.XDGA42XOFA4 .l'CA44XD
A041 5'XflAG-A0416.XIOTC-A041?.XIDDT-A0418.XIDDB

551: 605 == XIDEP-A0501.XI0ME-A0502.*<I0CP-A0503.XI00I-A0504.XI0GA-
AA~r05.<I0EP-A0506.XIOMD-P0O50?.Xl0CH-A0508.XIOPP-A09.XI0PA-:1 AOS1S*X:IDAG-A0516*XIDTC-A051 ?.XIOET-AO51S.XIOOB

o5 : 606 -- XIOMD-RI0601 .XIOME-A0602.XIOCP-RI06034X1001-R0604.XI0GA-

P061O OM61 1 I XIDSG-AOSI .XIDPF-A061 3.XIDMC-A061 4.XIOCtI-
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"53: G307 == XIOCH-AROl .:XIME-Ao7oa*xIDcP-AO7O3.xJ001-Ao7o4.xIDGR-
A0:705XIEP-A706.XIDMB-R0707.XIDON-A0708.XIDFP-flrO9.XIOPA-
Ai7l 0.XIOOM-AO?1 1.XIOSG-A0712.XIOPF-RO7I 3.XIOMC:-A0714XIOC'4-
q07l 5*XDA'-A0716*XIDTC-A0717*XIODIT-A0718*XIO

554: 608 -= :IDFP-A0801.XIOME-AO8O2.XIDCP-A0803.X100I-R804XID3A-
A 0905*:<I EP-A08 06.X lOMB-A08 07*X IDON-ROB 08.X I D1FP-A08 09.XlI PA-

A08l5.XI0A'3-ROS1 .*X10TC-A0817XIDT-q0818.X100B

555: '309 == XIDPA-A0901.XIDME-A0902*XIOOP-0903XIOI-0904XI'3A-
A 09':'sX I OEP- 09 06.XI 0MB-A 09 0?.<I DON-A09 08.X 1 FP- 09 09.XlI PA-
A':'91 0XIOCM-A0911 XIDCC'-R091 a.XIDPF-AO91 34XIOtlO-A0914.XIDCtI-
A0i915.XIDA'-A0916.XIDTC-A0917*XIDDT-A091 8.XIODB

996: '310 == 210CM-Al 001.XIDME-AI 0024XI0CP-Al 003*XIDDI-AI 004*XIO'3A-
Al 005.::IOEP-A1 006.XIOMB-Al 007.XIOCN-AI 008.XIDFP-Ril 009.XIDPA-
Ail(01 0.10C M-Al 01 1.XIOS'3-Al012.XIOPF-Al 013*XIONC-Al 014.XI0OfI
AIO~IlS.IOA3 A1016.XIDTC-AIO17.XIOrIT-A1018.XIDOB
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